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Technical Report

VETT TRAINING EFFECTIVENESS RESEARCH

EXECUTIVE SUMMARY

The Naval Air Warfare Center Training Systems Division (NAWCTSD) has conducted a coordinated program of research to address the application of virtual environments to training. The purpose of the Virtual Environment Training Technology (VETT) program was to develop, demonstrate, and evaluate virtual environment technology for training applications. The VETT program included five primary work areas: (1) VETT Enabling Research for the Human Operator (ERHO); (2) Haptic Interface Design and Evaluation; (3) VETT Side Effects R&D; (4) Training Effectiveness Research; and (5) Testbed Development and Utilization. 

This chapter describes the research conducted under the VETT Training Effectiveness Research work area. The objective of this work was to identify training applications, provide requirements for conducting training evaluation research, and conduct an empirical evaluation of the effectiveness of specific VE training approaches. 

INTRODUCTION

The terms virtual reality (VR) or virtual environment (VE) refer to a type of simulation technology that attempts to narrow the separation between the user and the simulated world. Virtual reality has been defined as "the human experience of perceiving and interacting through sensors and effectors with a synthetic (simulated) environment, and with objects in it, as if they were real" (Office of Technology Assessment, 1994). A person interacting with a traditional computer system has a restricted range of input (a keyboard) and restricted feedback (primarily two-dimensional visual feedback). The virtual environment attempts to broaden the range of input and feedback by providing multi-modal representations of the real world through visual, auditory and haptic displays and controls. 

Virtual reality systems range from fully immersive systems to virtual environments called desktop VR, in which the user interacts with a computer-generated simulation. Many researchers argue that virtual environments represent an extension of previous simulation technology and differ from previous human-computer systems only in a matter of degree. Harmon and Kenney (1994) state that "VR technology has much in common with simulation technology, for at its simplest level it is a simulation of some aspect of reality" (p. 228). According to this view, virtual environments represent a type of simulation technology that embodies certain unique features, such as immersion and interactivity, that may lead to enhanced training. 

The application of virtual environment technology for training is a logical proposition given the benefits that have been gained from the use of simulations in training. The promise of VE technology is to deliver better training to more people in a more cost-effective manner. VE technology offers a number of potential benefits for military training: 

1. VE technology offers the potential to extend the application of simulations to new task domains. In a typical training mock-up, the scope of what can be represented is limited by the physical restrictions of the system. For example, some tasks are difficult to train in a physical world because of safety considerations. However, in a virtual world, the visual, auditory, and haptic environment that is represented is limited only by the processing power and capabilities of the VE system.

2. Although virtual environments are an extension of previous simulation technology, there are unique training capabilities enabled by VE technology that differentiate this technology from previous simulation approaches. VE-unique capabilities include enhanced immersion or presence in the virtual world, first-person interactivity, and multi-sensory representations. Information can be presented via virtual displays in a variety of formats and modalities. For example, artificial cues that are not realizable in the physical world can be used to highlight training events in a virtual environment. 

3. VE technology may offer more cost-effective training delivery: Unlike a traditional training simulator in which the hardware is specific to a particular training application, a single VE training system can be reconfigured by modifying the software to host a variety of training applications. Ideally, one group of trainees could practice ship navigation in the morning, and another group could train electronic troubleshooting in the afternoon on the same system. 

Although VE technology may offer the potential to deliver more effective training more cheaply, research has only just begun to examine the application of VE technology for training applications. An overriding question that must be addressed is under what conditions can this technology enhance training? Without a strong foundation of empirical training research, training developers run the risk of creating an impressive technology of questionable training utility. To date, there have been a relative handful of empirical studies that have examined VE training effectiveness (see Kenyon & Afenya, 1995; Kozak, Hancock, Arthur, & Chrysler, 1993; Regian, Shebilske, & Monk, 1992). Regian, Shebilske, and Monk (1992) conducted an exploratory study to examine the use of virtual environments to train procedural tasks requiring the performance of motor sequences and spatial navigation. Results indicated that subjects who were taught in the virtual environments performed to a benchmark level during subsequent testing, indicating that the VE training was effective in imparting skills; however, there were no control groups or standard-training groups for comparison. Kozak et al. (1993) conducted a study to compare VE training, real-world training and no-training groups performing a pick and place motor task. The results of this study revealed no significant difference between the VE-training group and the no-training group on a transfer task. Both groups were outperformed by the real-world training group. The authors concluded that the VE training environment may not have provided adequate training for this type of motor task, and especially noted the paucity of tactile and acoustic feedback in the virtual environment. Kenyon and Afenya (1995) replicated the Kozak et al. (1993) study using a projection-based virtual environment (Cave system) rather than the head mounted display (HMD) VE system used in the original study. Kenyon and Afenya argued that in the Cave system, the trainee can see the floor and other real objects in the environment simultaneously with the synthetic objects, thus enhancing the spatial relationship of the virtual objects with the real world. The primary comparison made was between one group trained in the virtual environment and tested in the real world and a second group trained in the real world and tested in the virtual world. The authors claimed a small improvement in performance for the VE-trained group relative to the second group, although the use of the second group as an untrained control group for comparison purposes is questionable. Witmer, Bailey, and Knerr (1994) conducted research to examine the use of a virtual environment to train route learning (navigation within an office building). Three groups, a VE-trained group, a group that physically rehearsed routes in the building, and a group that rehearsed symbolically (i.e., rehearsed the routes out loud but without any physical rehearsal, were tested on the transfer of route learning to the actual building). Results indicated that VE trained subjects outperformed those who trained symbolically, but did more poorly than those who physically rehearsed routes. 

A cautious appraisal of the few VE training effectiveness studies performed to-date is that results are, at best, modest. Preliminary results suggest that VE training may in some cases be better than no training, but less effective than real-world training. Of course, it is difficult to discern any positive or negative trends based on a handful of research studies, underlining the need for further training research. However, the important question from a training standpoint that must be addressed is not whether we can simply give trainees a real-world experience, but whether we can gain unique training benefits from the virtual environment. That is, can we achieve a level of training more quickly or more effectively in a virtual environment compared to current training methods? Durlach and Mavor (1995) note that firefighters are currently trained in the classroom, using mock-ups or controlled fires in buildings. They argue that unless training developers can show that VE training is effective compared with these current training methods, they have not accomplished much. That is, the question that must be addressed by the training researcher is what unique capabilities are enabled by VE technology that can lead to better training? 

In summary, at the current stage of VE training research, empirical studies of VE training effectiveness are few. The studies conducted to-date address the basic question of "Does VE training work?" Further research is needed to identify the conditions under which VE training is effective, to identify what aspects of the virtual environment lead to more effective training, and to empirically evaluate VE training applications. 

Project Background

The Naval Air Warfare Center Training Systems Division (NAWCTSD) has conducted a coordinated program of research to address the application of virtual environments to training. The purpose of the Virtual Environment Training Technology (VETT) program was to develop, demonstrate, and evaluate virtual environment technology for training applications. The VETT program included five primary work areas: (1) VETT Enabling Research for the Human Operator (ERHO); (2) Haptic Interface Design and Evaluation; (3) VETT Side Effects R&D; (4) Training Effectiveness Research; and (5) Testbed Development and Utilization. 

This chapter describes the research conducted under the VETT Training Effectiveness Research work area. The VETT Training Effectiveness Research was performed by Richard Pew, Principal Investigator, BBN Systems and Technologies. Project results were reported in three technical reports, Levison, Pew, and Getty (1994); Levison, Tenney, Getty, and Pew (1995); and Tenney, Levison, Getty, and Pew (1996). 

Outline of this Chapter

The objective of this work was to identify training applications, provide requirements for conducting training evaluation research, and conduct an empirical evaluation of the effectiveness of specific VE training approaches. This chapter is organized into four major sections: 

Section 1: Introduction

Section 2: Research Design

Section 3: Task Development

Section 4: Empirical Research

RESEARCH DESIGN

The following sections review the range of issues to be addressed in the design and evaluation of training systems in general and VE training systems in particular. There are three topics examined. The first section reviews general issues associated with training methodology that must be considered in the design of training effectiveness research. The second section explores issues specific to training in virtual environments. The third section examines instructional techniques for enhancing VE training.

Issues Related to Evaluation of Training Methodologies 

This section presents a general discussion of issues associated with transfer of training experiments, particularly training experiments potentially involving simulated and real environments in which the training is to take place. Topics addressed include:

· Part-Task versus Whole-Task Training1. Should training take place on the whole task or adopt some form of part-task training? 

· Timing and Spacing of Practice2. Should training provide spaced or massed practice? 

· Manipulation of Task Difficulty3. Should the simulation task be more or less difficult than the operational task? 

· Specificity versus generality4. Should training emphasize a specific skill or general skill development? 

· Performance Measurement5. What measures will be selected to assess training effectiveness?

Issues Specific to Training in Virtual Environments

In developing a research setting for the evaluation of training effectiveness, a number of issues must be considered that are specific to training in a virtual environment. These issues include the following:

· Controlling the Virtual Environment6. How much control of the virtual environment should be given to the trainee?

· Transformations of the Virtual Environment7. What type of movements in space and time should be allowed in the virtual environment? 

Instructional Features 

The ultimate effectiveness of VE training relies on the effectiveness of the instructional features incorporated into the virtual environment. Instructional features are the instructional events leading to and accompanying the VE experience. Without the incorporation of effective instructional procedures within the virtual environment, the virtual environment remains simply a representation of reality.

A primary goal of this project is to explore the potential benefits of employing advanced training techniques in a VE-based training program. There are unique training capabilities enabled by VE technology that differentiate this technology from previous simulation approaches. Prominent among these features are artificial perceptual cues that take advantage of the wide field of view 3-D visual environment, 3-D acoustic environments, and the ability to provide a variety of haptic cues.

It is an effective instructional practice to "cue" or highlight critical events during training that are perceptually indistinct or subtle. Mann and Decker (1984) argued that effective learning depends on the contrastive value of the stimulus to be learned (i.e., its distinctiveness) and the meaningfulness of that item. Distinctiveness can be created in several ways: (a) by displaying the behavior out of context, (b) by exaggerating the behavior, (c) by repeating the behavior frequently, and (d) by using learning points or instructional cueing to identify the key behavior. Mann and Decker cautioned that approaches A-C may enhance distinctiveness but detract from meaningfulness because they alter the context in which the behavior is typically encountered. On the other hand, they argue that by cueing or highlighting the key behavior to be learned, distinctiveness as well as meaningfulness is enhanced.

Therefore, the instructional approach chosen to exploit VE technology is the use of instructional cueing to enhance VE training effectiveness. In a virtual environment, it is possible to provide tags, pointers, instructional messages, or icons at desired locations and times to guide the learner to attain desired instructional objectives. 

Issues to be resolved concerning advanced instructional cueing include:

· Skills, Processes, and Behaviors to be Enhanced8. Determination of what skill, process, or behavior is to be enhanced by the artificial cueing environment.

· Selection of Artificial Cues9. Selection of the artificial cues that will enhance the selected skills/processes/behaviors.

· Presentation of Artificial Cues10. Determining how to provide these cues so that they enhance long-term performance in operational situations in which the cues are no longer present.

TASK DEVELOPMENT

Task Selection Criteria

Almost any task could potentially serve as a target or application for the implementation of VE training. The selection of an application to be used for training evaluation must take into consideration a number of factors such as fidelity requirements of the task, whether current technology is sufficient to support the application, and whether the task has a high probability for actual implementation of VE technology. 

The following are the task-selection criteria used in evaluating candidate tasks:

· Physical And Functional Fidelity Requirements11. The physical and functional fidelity requirements of the task must not exceed what current virtual environment technologies can provide.

· Perceptual, Motor and Cognitive Requirements12. Perceptual, motor, and cognitive requirements of the task should be understood. 

· Theoretically Well Founded13. A theory or model should be available that describes the human capacities and limitations associated with task performance and from which one can derive the appropriate response strategies.

· Task Difficulty14. The task should be of an appropriate difficulty and of interest to trainees.

· Easily Generated Performance Measurements15. Well-defined measures of performance are required for training evaluation. 

· Clear, Unambiguous I/O and Instructions16. The subject should understand task stimuli, task objectives, acceptable responses, what constitutes task completion, and what constitutes success and failure.

· Exploit Unique VE Instructional Cueing Capabilities17. Instructional cues should be derivable to provide information to the subject during training that is not available in the operational environment.

· Well-Defined Outcomes18. An end product must be defined that is either completely present or absent, or can be scored (e.g., 90% present). Statements or metrics of task performance must make clear to the subject when the task has been completed.

· Real World Analog19. A real world system should exist that corresponds to the simulated task on which the trainee is being trained.

· Potential Application of Virtual Environment Technology20. Candidate tasks should have high potential for using virtual environment technology.

· Good Research Base Desired21. A substantial research base relevant to the candidate task is desirable. 

· Amenable to Task Analysis22. It should be possible to decompose the overall goal of the task into its constituent subgoals, tasks, and task-by-task performance requirements.

The Harbor Navigation Task 

A number of potential training applications were evaluated according to the task selection criteria. Task candidates included the following: 

· Various basic electronics tasks were investigated by site visits and evaluation of training curriculum.

· An explosive ordnance disposal (EOD) task was investigated by site visits at the EOD school and evaluation of training curriculum. 

· An inspection of propulsion plants task was examined.

· Aircraft maintenance tasks were examined.

· A variety of tasks from the Naval Surface Warfare Center were examined.

The specific area that evolved into the focus of the VE training effort was the training of the submarine Officer of the Deck (OOD) to navigate a harbor when surfaced. The OOD has moment-to-moment responsibility for the safe and proper operation of the submarine. As team leader of the piloting crew, the OOD stands on the bridge of the submarine with a 360 degree view of the harbor. He is continually advised by the ship’s navigator located below deck in the control room. Based on information provided by the navigator, information obtained from the visual scene, and information obtained from auxiliary information sources such as charts, the OOD controls the direction and speed of the boat through orders issued to the helmsman. 

Although land-based simulations for training the piloting team exist at Naval submarine training facilities, these simulators do not accommodate training of the OOD. The training that the OOD obtains for harbor navigation appears to be primarily, if not entirely, gained from on-the-job experience. Because the OOD stands on the bridge with a 360 degree view of the harbor, it has not been practical to provide a suitable training simulation to meet this requirement. However, VE technology that incorporates a helmet-mounted display with head-position sensing provides a unique opportunity to meet this training requirement. 

Refer to Endnotes for a detailed description of the procedures for harbor navigation23. 

Refer to Endnotes for a detailed description of the simulated navigational task24. 

EMPIRICAL RESEARCH

Pilot Experiment: Baseline Learning Curves 

The initial implementation of the harbor navigation task was completed. A pilot experiment was conducted to examine training times for the task and to determine whether the task was sufficiently difficult to show the potential benefits of training in subsequent experiments. Test subjects participated in five training sessions. The first session consisted of classroom training to introduce the harbor navigation task. Session two consisted of a practice run and a training run through the King’s Bay harbor. Sessions three through five each consisted of three runs through the King’s Bay harbor, resulting in an overall total of 10 trials. The test subjects’ task was to navigate the King’s Bay harbor and to minimize the time outside of an error boundary of 20 yards from the center channel. 

The results of this pilot test indicated that the subjects achieved near-asymptotic performance in well under eight trials. The analytically-derived training times (the number of trials required to reduce the initial value of a performance measure to within some criterion value of its asymptotic value) for the primary measures of path error were less than 3 trials. Therefore, it was concluded that the task as initially implemented was not sufficiently difficult, and that the task was not likely to demonstrate actual training benefits in future experiments. A number of modifications were made to the navigation task on the basis of the pilot test results. 

Refer to Endnotes for a detailed description of the pilot test procedure and results25.

Refer to Endnotes for a detailed description of the modifications to the simulation26.

Training Effectiveness Experiment

The objective of this experiment was to test the effectiveness of a selected training intervention enabled by VE technology. The training intervention that was selected was the use of instructional cueing to enhance VE training effectiveness. Specifically, this experiment tested the effects of two instructional cues, the explicit display of a channel centerline and the display of a vector ("ghost bow") showing the direction of movement, on the ability of the trainee to handle currents in harbor navigation. 

The experiment is summarized in the following synopsis. For a more detailed description of components of the study, click on the desired headings. 

Training Hypotheses.27  The goal of this experiment was to test the test the effectiveness of instructional features that are uniquely enabled by VE technology. The instructional feature selected was the use of instructional cueing. Two instructional cues were presented. One cue was the explicit display of a channel centerline to designate the center of the channels. The second cue was the display of a visual indication of the boat’s movement vector (a "ghost bow"). 

Training Objective.28   The primary skill to be trained was the ability of the trainee to handle currents in harbor navigation. Performance was assessed by two measures: (a) Root-mean-square (rms) deviation of the boat’s path from the channel centerline, and (b) number of groundings.

Experimental Design.29   Subjects. Subjects were sixteen Naval personnel from the Naval Submarine School in Groton, Connecticut. Eight subjects were placed in the Cues Group that received instructional cues on one third of the practice trials, and eight subjects were placed in the No Cues group that received no enhanced instructional features. 

Procedure. On day 1 of the study, subjects received classroom training and familiarization training with the simulation. Both groups of subjects then trained on eight practice channels with currents. For each channel, subjects had three trails or runs (for a total of 24 trials). For the No Cues group, these trials were undertaken with no instructional enhancements. For the Cues Group, the second trial of each 3-trial included instructional cueing. Thus, the Cues Group navigated each channel on an initial trial with no cueing, the second trial with cueing, and the third trial with no cueing. On day 1, subjects completed half of the practice channels.

On day 2 of the study, subjects completed the remaining practice channels. Then, all subjects completed two identical trials of the transfer task, navigation of the King’s Bay Harbor with currents. Two navigation performance measures were computed: (a) RMS error, and (b) number of groundings. 

The design of the study allowed the assessment of three indices of learning:

· Specific-channel learning: assessed by the improvement from Trial 1 to Trial 3 (averaged across channels.

· Near-transfer or general learning: assessed by the average performance on Trial 1 of the practice channels on Day 1 compared to the average performance on Trial 1 of the practice channels on Day 2. 

· Far-transfer learning: assessed by performance on the practice channels compared to performance on the transfer channels.

Results.30  RMS Error. Analyses of RMS error scores indicate that performance improved over the three repeated runs with each channel, as evidence of specific-channel learning. Similarly, performance improved on the first run from Day 1 to Day 2, as evidence of near-transfer learning. However, the instructional cues provided to the experimental groups did not provide any performance improvement relative to the control groups. 

Number of groundings. Both groups showed an improvement over the course of training. Again, however, there was no performance improvement for the experimental groups relative to the control groups. 

Discussion.  The results of this study indicate that practice in the VE training simulation resulted in improved performance both within a specific channel and in transferring to a new channel. However, there was no evidence of any significant effect of the instructional cueing intervention. A possible reason for this lack of effect is that the instructional cues presented are not sufficient to counter misconceptions regarding the effect of current on a boat’s path, nor to provide corrective guidance to determine the correct course of action. 

ENDNOTES

1PRIVATE 
PART-TASK VERSUS WHOLE-TASK TRAINING
tc  \l 4 "2.1.2.1
Part-Task Versus Whole-Task Training"
One of the potential difficulties of learning a complex task -- especially one that requires rapid perceptual-motor response -- is that the task may at first seem overwhelming, with not enough time to perform the required monitoring and control activities.  Furthermore, when simply exposed to the entire task without some form of concentration on the component skills, there is no guarantee that the trainees will learn the best strategies (Gopher, Weil, & Siegel, 1986).

If the task can be decomposed into well-defined subtasks, each requiring its own set of skills, the potential for some form of part-task training exists.  Potential advantages of part-task training include:

· Trainees are initially spared the full task complexity and can therefore feel a sense of achievement early in training.

· Necessary basic skills can be developed more efficiently.

· Because learning of concepts and procedures is not within a single context, knowledge gained is more generic in nature and skills can be more readily transferred to other tasks (Frederiksen & White, 1986).

The first set of questions to be answered concerning training strategy is:

1. Can the training task be decomposed into subtasks each having its own set of (known) skill requirements?

2. If so, does it appear practical and beneficial to employ some form of part-task training strategy?

3. If so, should one employ the more standard componential training method, or should the entire task be trained with shifting emphasis on subtask components?

Part-task training is usually implemented by physically modifying the task so that only one subtask, or a set of subtasks, is provided during a single training trial early in the training phase.  By the end of training, all subtasks will have been provided individually or in groups, and the subject will also have trained on the entire tasks (i.e., all subtasks present in the relevant context).

Some of the advantages of componential training have been noted above.  A number of disadvantages of this method have been cited, however (Frederiksen & White, 1986; Gopher et al., 1986):

· It is sometimes difficult to define the task components.

· Because whole-task performance is more than the sum of its components, the whole-task context is needed for effective training.

· Response strategies learned for the component tasks out of context may not transfer well to performance of the whole task.

· There is a risk of missing or misconstruing some crucial component; this cannot happen with whole-task training.

Gopher et al. have demonstrated a method of emphasis-shifting that appears to avoid the disadvantages of componential training while retaining some of the benefits.  In this scheme, the trainee is provided with the entire task but is encouraged by instruction, performance scoring, and other feedback to concentrate on one task component.  The task is not physically modified -- only the subject's attention is manipulated.  When applying this method to a video-game-like task, they found that part-task emphasis provided training superior to that achieved by the more standard whole-task training.  Gopher, Weil, Bareket, and Caspi (1988) later found that future pilots who received this kind of video-game training also required less time training in the actual aircraft than a control group who did not receive such training.

A prerequisite for application of this method is that poor performance on the relatively neglected task component(s) not degrade performance on the emphasized task component.


When part-task training is adopted, one must decide how to integrate the component tasks; i.e., how to transition from one level of part-task to the next.  Logically we can think of the methods suggested by Holding (1987):

· Simple combination: Practice A, B, C separately, then practice A+B+C.

· "Part-continuous": A, A+B, A+B+C.

· "Progressive-part": A, B, C, A+B, B+C, A+B+C.

In another study using the same video-game, Frederiksen and White (1986), found that part-task componential training also provided better training than the typical whole-task method.

Frederiksen and White (1986) used a method they referred to as "Principled Decomposition."  They conducted a detailed task analysis and interviewed expert performers to understand in detail the skills required of the integrated task.   Then, using logic and the clues provided by the experts they formulated a sequence of building-block tasks, that is, tasks having skills that are required before the trainee can advance to the next level of integration.  These tasks were then practiced and integrated into the next higher level, and so forth in a hierarchy culminating in the whole task.  As suggested above, they found that this method also produced superior performance to the whole practice method.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp.15-17.

2Timing and Spacing of Practice tc  \l 4 "2.1.2.2
Timing and Spacing of Practice "
The subjects will be given a number of practice trials during each phase of the training program.  (Determining the amount of practice is discussed in Section 2.1.3)  The issue discussed here is whether to provide "spaced" or "massed" practice.  In the case of spaced practice, training is conducted with significant rest intervals between successive trials (or between short blocks of successive trials), whereas massed practice involves sessions of many practice trials without within-session rest periods.  Spaced practice is generally characterized by continued improvement during a session, with some loss of performance from the end of one session to the beginning of the next.  Fatigue is often an important factor during massed practice, with performance initially improving from trial to trial but then degrading toward the end of the session.

According to Holding (1987), spaced practice generally results in more even learning because (1) subjects use the rest periods to consolidate and rehearse material just learned, and (2) the fatigue that arises during massed practice may result in less work being done and hence less useful practice.  On the other hand, massed practice may be adopted in practice because it requires less elapsed time. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 17.
3Manipulation of Task Difficulty

If the training program provides simulator training, various aspects of the task may be manipulated in an attempt to enhance learning.  (The introduction of artificial cues and similar training aids is discussed in Section 2.3.)  The issue discussed here is the extent to which the simulation task should be made more or less difficult than the operational (transition) task.

Holding (1987) suggests that if the subject can learn better on an easier task, there may be some benefit of reducing task difficulty during the early training phase.  This suggestion applies to tasks that are so complicated that they cannot be performed by complete novices.  As noted above, to the extent that such tasks can be subdivided into component tasks, componential training provides one method of initially simplifying the task.  Some tasks that are not separable may be made easier by changing the value of some critical parameter (e.g., initially reducing the degree of instability of a vehicle whose dynamics normally exhibit a severe instability).

On the assumption that the task can be performed by the trainee, there is evidence that making the simulated task more difficult along the proper dimension can enhance performance on the operational task (Holding, 1987; Schmidt & Bjork, 1992), provided that the trainee is forced to develop information-processing abilities relevant to long-term skill retention.  This is particularly true if the goal is to train a generalizable skill. (See Section 2.1.6.)  Schmidt and Bjork point out that it is important to focus on long-term retention, which is the primary goal of training, and that increasing task difficulty in a way that is beneficial to long-term retention may actually degrade performance (both the rate of improvement and asymptotic performance) during training.

In summary, issues related to task difficulty include:

· Whether or not the difficulty of the simulated task should be made intentionally different from the difficulty of the operational task.

· If so, whether to make the task more or less difficult, which parameter(s) to manipulate, and by how much. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 17-18.
4Specificity Versus Generality tc  \l 3 "2.1.6
Specificity Versus Generality "
Two issues arise: (1) do we train for a specific task or for a global skill and, if training for a global skill, (2) what degree of generality is desired?

Specific Task versus Generalized Skilltc  \l 4 "2.1.6.1
Specific Task Versus Generalized Skill".  The training strategy always needs to be responsive to the goals in mind.  One such consideration is the extent to which the goal is to learn a specific task, versus learning a generalized skill of which any specific training task is only an instance. In basketball examples of both are important.  Learning to shoot foul shots is an example of a very specific skill.  However learning to shoot a jump shot from anywhere on the court represents a generalized jump-shooting skill.    

For the contemplated training evaluation study, where naive subjects are to be employed, we can control the degree of specificity or generality.  A highly specific task might be to dock a supertanker where each training and operational trial provides the same task requirements (e.g., dock configuration, channel configuration, start point, ocean currents).  The task is highly repetitive and, in principle, allows the subject to learn a fixed schedule of control commands.  A generalized version of this task would be to dock the ship under different conditions.  In this case, conditions would likely vary from trial-to-trial (or from one set of trials to another), and from "training" to "operation". 
Degree of Generality.  Training for a general skill requires that some variability be introduced into the training task: the more general the skill, the more variable the training.  The question then becomes: "How general a skill is to be trained, and what variability should be introduced into the training to achieve the desired skill development?"

Consider the task of ship piloting.  This task illustrates that a range of generality can be trained.  A minimum degree of skill generality would be achieved if, for example, only the ocean currents were varied from trial-to-trial, with the task environment otherwise remaining constant.  This minimal approach is sufficient to force the trainee to develop some form of general strategy, because a fixed schedule of control commands will no longer suffice.  The pilot must adapt to changing circumstances.

A more general skill development would be achieved if, in addition to varying ocean currents, we were to vary one or more aspects of the task environment affecting the desired path of the ship (e.g., start point, available navigation channels, dock configuration).  A still higher level of skill generalization would be achieved if one were to vary the ship dynamics, thereby forcing the trainee to learn more general principles of ship control.

As a practical matter, the degree of generality to be trained in an experiment must be tempered not only by the nature of the task but by how many experimental parameters can be feasibly varied and tested within available resources. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 22-23.

5Performance Measurement tc  \l 2 "2.2
Simulator Performance Measurement "
In order to assess the cost effectiveness of VE for training purposes it will be necessary to adopt a set of measures that provides a solid basis for assessing training effectiveness.  Selecting an appropriate measurement set is extremely important and nontrivial.  According to Lane (1986), because of a host of limitations associated with the measurement scheme, it is extremely rare for a new training method to be found significantly better or worse than the existing training method it would replace.  Therefore, the availability of performance measures suitable for making this type of assessment should be one of the criteria for selecting tasks for the contemplated training evaluation studies.


The following issues must be addressed:

· Selection of measures that describe performance on the task as well as other characteristics of operator behavior and capabilities.

· Development of useful indices of training effectiveness.

· Measures of the virtual environment "experience".

· Assessment of relative cost/effectiveness.

Selection of Performance Measurestc  \l 3 "2.2.1
Selection Of Performance Measures"
One of the requirements for any task to be explored in the forthcoming evaluation study is that a well-defined "outcome" be defined, and that a suitable measure of the outcome be available.  This is necessary so that the trainee knows what the task goals are and when the task is completed.  Having a well-defined outcome will also serve to constrain response behavior and will provide a consistent method of evaluating performance across subjects and across training methods.

Measures relating to specific component tasks and/or specific component skills are desired for proper diagnosis.  That is, for trainees who are not performing as well as highly-trained personnel, one has a basis for determining deficiencies in the trainee's response strategy and for adapting the training program to improve insufficiently-developed skills.

When adopting a performance measure or set of performance measures we need to consider the properties of reliability, validity, sensitivity and specificity, diagnosticity, completeness, interference, and utility and value.  The following discussion of these properties is to a large extent abstracted from Lane's discussion of performance measurement (Lane, 1986).

Reliability.  "Reliability" in a statistical sense usually refers to the repeatability of a measure.  We can define at least three sources of unreliability:

· Run-to-run variability in the underlying behavior of the human operator.

· Sources of unreliability in the observation itself (.e.g., noise, limits on accuracy and precision)

· Run-to-run variability in the task environment.

In the case of the contemplated training evaluation study in which the laboratory environment will facilitate both control of the environment and the reliability of the measurement process, we expect operator variability to be the most important source of unreliability.  Because of the anticipated need to make some trial-to-trial changes in the task scenario to prevent the subject from learning a fixed response pattern, variability in the task environment may also contribute to the unreliability (variability) of a specific measure.

Validity. Two aspects of "validity" to consider are (1) the credibility of the name or label of the performance measure, and (2) the relation of the measures to skills and behaviors that affect the outcome.  The problem of name credibility arises when one cannot directly measure the performance component of interest.  A classic example of this problem is the attempt to measure human operator "workload", which is not readily defined, let alone measured.  There are a variety of subjective and objective measures that have been proposed as correlates to workload, but it is a stretch to say that one is "measuring workload."  On the other hand, there is no such credibility problem when deriving a well-defined statistic such as mean-squared error from time histories of tracking error.  Whether or not this is the most appropriate measure to obtain for the purposes of defining proficiency is open to question, but there is no problem with the credibility of the name of the measure.  One way to assure credibility is to associate an unequivocal operational definition with each measure (e.g., refer to an assumed subjective correlate of workload as a measure of "operator opinion" rather than "workload".)

The second component of validity has to do with the extent to which the measure relates to the reasons for obtaining the measurements.  In the case of the contemplated experimental study, performance measurements are to be used in evaluating candidate training technologies.  Thus, it is important that our measurements relate to those aspects of human and human/machine performance that are important in allowing the human operator to achieve system goals.  Measurements obtained during the training phase should be predictive of initial and long-term performance in the operational task and should therefore measure processes and skills relevant to the operational task.

Sensitivity and Specificity.  "Sensitivity" relates directly to the second criterion for validity; in this case, we refer to the degree to which the measure or set of measures is influenced by a change in relevant operator behavior.  "Specificity", on the other hand, refers to the insensitivity of the measurement set to changes in "irrelevant" behaviors (i.e., behaviors that do not have a significant influence on the ability of the human operator to achieve system goals).  Taken together, sensitivity and specificity may be considered an index of the effective "signal-to-noise" property of the measurement.

Diagnosticity.  "Diagnosticity" relates to the degree to which the performance measurements provide a basis for suggesting improvements in operator performance.  There are two dimensions along which performance might be improved: (1) the operator's understanding of what needs to be done (i.e., the "mental model" of the task structure and task requirements), and (2) skill in executing the intended responses.  To be maximally useful, the measurements should aid performance improvement along both dimensions.

Completeness.  "Completeness" refers to the extent to which all relevant aspects of performance are captured.

Interference.  The measurement process should not influence or interfere with the operator's response behavior.  Ideally, the operator should not need to be made aware that measurements are being made.

Utility and Value.  Utility and value deal with the practical aspects of the measurement set.  Primary considerations are (1) the improvement in the decisions made using the measurement system, compared to the decisions that would be made without it; (2) user acceptance, and (3) overall cost/benefit.
Indices of Training Effectiveness tc  \l 3 "2.2.2
Indices of Training Effectiveness "
The record of performance measurements will serve to define the trainee's overall task proficiency and level of skill development during the course of the training and operational phases.  These time histories must be analyzed and reduced in some fashion to provide a measure of training effectiveness.  Training effectiveness has two major dimensions: (a) the level of proficiency induced by the training program, and (b) the amount of time required to train to an acceptable level of proficiency.  (The cost component of the cost/effectiveness evaluation is discussed in Section 2.4.)

Issues to be resolved include:

· Selection of proficiency-based indices, applied to performance in the operational and/or retention phases, that characterize training effectiveness.

· Inference of differences in training time requirements when subjects are given the same amount of practice per training phase in all candidate training schemes.

Proficiency-Based Indices.  tc  \l 4 "2.2.2.1
Proficiency-Based Indices "In a standard transfer-of-training experiment, where the initial exposure to the actual task is considered part of the transfer (operational) phase, the proficiency-based index of training effectiveness usually consists of the performance score immediately following transfer -- either the very first score or the average of a small set of scores, and/or a similar "retention score" obtained some time after termination of training.

Other possibilities for performance-based indices of training effectiveness include:

· Estimated "asymptotic" score.

· Slope of the initial rate of change of the performance score.

· Estimated decay rate of the performance score obtained by fitting the time history of the post-transition "learning curve" with an exponential-decay model.

In principle, these indices, or a subset of indices, could be used to quantify training effectiveness in the contemplated evaluation study.  The utility of a particular index in terms of differentiating among candidate training schemes would depend in part on the nature of the learning curve (rate of change of outcome measure) obtained during the operational testing phase.  Recall that the initial exposure to the operational task -- where the learning curve for this task is expected to be the greatest -- occurs as part of the training program.  The learning curve during operational phase will therefore likely be flatter.  If there is no significant "learning curve" after transition to the operational phase, performance indices will be based on average post-transition performance scores.

Implied in the foregoing discussion is that proficiency-based indices of training effectiveness are based on a single outcome measure.  While this is appropriate for assessing overall transfer, performance scores for component tasks are more useful for diagnosis and remediation and should be obtained when feasible during training.

Because the utility of a candidate proficiency-based index depends on the nature of the learning process, selection of indices will likely have to wait until after the training data have been collected.
Time-Based Indices.  tc  \l 4 "2.2.2.2
Time-Based Indices "It is possible for alternative training schemes to differ primarily in  training time requirements rather than in operational performance.  Consider the situation where VE and non-VE training yield operational and retention proficiency-based indices that are not significantly different, but where the subjects learn faster with VE-based training.  If the training programs are differentially optimized, subjects will spend less time training with VE then without, and, in this hypothetical situation, VE-based training would be considered the more cost effective than non-VE-based training.

If, on the other hand, the training programs are designed to give the same amount of practice per program phase for VE and non-VE training, the measured training time will be identical across conditions.  In this situation, potential differences in training time requirements will have to be inferred from the learning curves obtained in the various training phases.  In the hypothetical case where learning in VE is inherently faster, the performance-based index used in the pilot study for determining transfer (say, one of the "performance ratios" defined in Appendix B) will reach is criterion value with less practice in the VE training program than in the non-VE program.  On the assumption that operational and retention performance would be as good in the VE program as in the non-VE program if the subjects were to transition to the next phase on the basis of the criterion ratio measured in that training environment, the difference in times for the performance ratios to reach a specific criterion value can serve as a measure of relative training effectiveness.

PRIVATE 
Measures of the Virtual Environment Experience tc  \l 3 "2.2.3
Measures of the Virtual Environment Experience "
The discussion of "measurement" so far has focused on  objective measurements that are intended to quantify the level of skill development related to performance in the training and operational program phases.  It may also be useful to obtain additional measures, some of which may be subjective, that characterize the nature and degree of the subject's "virtual environment experience".  Such measures would not necessarily relate to task-related skill development, but would provide an additional indication of differences between virtual and non-virtual environments and among alternative virtual environments.  Candidate measures include the degree of "presence" or "immersion", spatial awareness, and possibly a more broadly-based concept of situation awareness.  Ideally, measures would be developed that could be standardized across training evaluation studies.  These measures should be monitored routinely so that the build up of experience in VR training and performance can be related to such variables. 

Issues to be resolved are:

· Selection of the dimensions by which to characterize the VE experience.

· Selection and/or design of specific tests and measurement procedures that can be standardized across programs.

PRIVATE 
Relative Cost/Effectiveness tc  \l 3 "2.2.4
Relative Cost/Effectiveness "
The stated goals of this effort are (1) to determine the potential for training in VE environments to yield a net improvement in cost and/or effectiveness compared to standard training methods, and (2) to explore potential further net gains in training cost and effectiveness provided by advanced instructional features.  Training effectiveness has been discussed in Section 2.2; the issue of cost is addressed here.  The major questions to be answered are:

· Do factors other than time and dollar cost need to be considered?

· If so, are these other factors translated into equivalent dollar costs, or do they add additional dimensions to the cost/effectiveness index?

· If equivalent dollar costs are to be derived, how is that accomplished?

Comparison of the cost/effectiveness relationships across training programs can be extremely subtle, involving consideration of variables for which it is difficult to assign commensurate "cost" and "effectiveness".  The problem becomes more tractable, however, if we make certain simplifying assumptions.  We first perform an analysis of the simplified situation and then discuss various complicating factors.  The discussion focuses on the comparison between VE and non-VE (standard) training, but similar concepts apply to the comparison between the use and non-use of advanced instructional techniques.

Assume that simulation is used in the standard training procedure and that, for both the standard and VE-based training programs, the amount of practice in each training phase has been adjusted to produce, on the average, the same degree of task-relevant skill development for VE and standard training in a given phase of the training cycle.  Thus, by assumption, operational performance is not significantly different, and "effectiveness" in terms of proficiency has been kept relatively constant across training methods.  There may be differences in the amount of training time, however.  But since time savings can be translated into cost savings, we really only need to compare the costs of the two training methods.

Let N be the number of individuals to be trained, T the total training time per individual, and R the rate of expenditure per unit time of practice per subject.  The latter variable will include a number of cost variables, such as the amortized cost of equipment, the cost of instructor time, operating costs associated with the simulator and physical (operational) systems, and costs of trainee time.  Assuming classroom time is the same for standard and VE training (if not, we include these cost differences), two sets of values for the time and cost parameters needed to be assigned for each of the competing training programs -- one set for the simulation training, and one set for training in on the operational task.

Assume the unit cost R is the same for training in the operational environment whether the simulation phase is VE or non-VE.  (The amount of time may be different, however).  Let the subscripts "n" indicate standard (non-VE) training, "v" = VE-based training program, "s" = simulator training phase, and "o" = operational or physical training phase.  The costs associated with the two training methods are:






Cn = N [Tns Rns + Tno Ro]




(1)






Cv = N [Tvs Rvs + Tvo Ro]




(2)

Additional factors that should generally be included in the computation of relative cost/effectiveness include are discussed below.

Differences in Task Proficiency.  tc  \l 4 "2.2.4.1
Differences in Task Proficiency "Training systems that differ in their effectiveness may differ in terms of operational proficiency instead of, or in addition to, training time requirements.  In this case there are two non-commensurate quantities, cost and effectiveness (proficiency) that differ and must somehow be combined to provide a basis for selecting among alternative training programs.

One approach attempts to relate proficiency to some equivalent cost.  That is, one attempts to translate improved performance into a cost saving, say, in terms of the reduced cost of subsequent military operations that accrue form having better trained operators.  But this means that one needs a model for battle outcomes, such as an attrition model, to make this calculation, and there still remains the problem of relating non-commensurate variables (e.g., the dollar-equivalent cost of a life lost).

Another approach is to avoid explicit transformation of proficiency into cost and make the comparison in terms of plots of proficiency versus cost.  This defers the task of explicitly combining proficiency and cost into a single metric for decision-making.  Instead, one now has the (decidedly non-trivial) burden of obtaining effectiveness/cost curves.  One way to obtain these curves is to treat training time as an independent experimental variable, and explore the results of training programs that provide different amounts of training time, with each time yielding a measure of training cost and task proficiency.  Another approach is to derive these curve analytically by extracting from the learning curves a prediction of what operational performance would have been had the training time been reduced by various amounts.  Unfortunately, there does not seem to be a firm theoretical basis for predicting operational (especially long-term retention) performance from learning curves.  There thus appears to be the choice between an approach that is extremely costly and time-consuming and one that is highly unreliable.
Advantages of Reconfigurability.  tc  \l 4 "2.2.4.2
Advantages of Reconfigurability "Implicit in the above discussion is the assumption that the VE and non-VE simulators apply to the same range of tasks.  One of the goals of VE-based simulator design is to create a simulation that is reconfigurable in software.  To the extent that a VE-based simulator can be used for a wider variety of tasks than a non-VE-based device, the cost of the VE-based device can be amortized over more training programs, potentially reducing the unit training cost beyond that associated with standard simulators, even if the acquisition costs of the VE equipment are greater.

Differences in Safety of Training Program.  tc  \l 4 "2.2.4.3
Differences in Safety of Training Program "Assume that the standard training method uses the operational physical system, and that the task contains inherent risks even under normal operating condition.  The standard training method would thus entail risk of loss or damage to equipment and/or personnel, whereas a VE-based training system (in which the risky aspects of the task -- if not the entire task -- would be simulated) would not entail such risks.  A comparison of cost/effectiveness between these two training methods should account for this factor, which means that, first, an estimate must be made of likely personnel and equipment losses during training in the real-world environment, and, second, either these statistics must be translated into equivalent costs, or we add yet another dimension to the cost/effectiveness index.

A similar argument applies when operation of the system is relatively risk-free during normal operation, but where training is desired for unusual situations where risk is significant.  A training program that includes one or more simulation segments, however, affords the opportunity to train the operator in hazardous or unusual situations.  Because these situations will not generally be tested in a training evaluation study, this additional capability will not influence the cost/effective indices based on objective measurements.  Nevertheless, it seems fair to say that simulator training in this assumed scenario prepares the operator to deal with a wider range of operational conditions than does training in the physical device and should therefore be deemed more "effective" in this dimension.  A fair comparison between the training programs would need to take this factor into account.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 23-30.
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6Controlling the Virtual Environmenttc  \l 2 "3.1
Interface Strategies for Trainee Control of the Virtual Environment"
In training in a virtual environment, the trainee’s primary job is to carry out the to-be-trained task.  The trainee interacts with the virtual environment through virtual and/or real controls that are relevant to the particular task.  However, we might also choose to provide the trainee with the means to alter aspects of the virtual environment itself, or aspects of the trainee’s relationship to the environment, in ways that are often not possible in the real operational task.  For example, we might allow the trainee to:

· move to a different location in space in order to gain a different viewpoint of a scene, 

· speed up or slow down the passage of time to get a different temporal sense of a scenario,

· change aspects of the information “displayed” to him/her; for example, to display less or more detail in a visual scene, or to turn an instructional cue on or off.

Our motivation in permitting the trainee to alter aspects of the virtual environment, especially in ways that cannot happen in the real operational task, is to improve training or enhance its efficiency.  However, allowing the trainee to go beyond the training task itself--to gain control over some aspects of the virtual environment--raises new issues and questions.  How much control should the trainee be given, and are the training and VE control tasks to be time-shared or disjoint?  By what means does the trainee control the virtual environment?  What feedback is provided to the trainee as the virtual environment is transformed?  We discuss these three issues in the following three sections and then discuss the generality of the control problem in a fourth section.
PRIVATE 
Who Has Control of the Virtual Environment?tc  \l 4 "3.1.1.1
Who Has Control of the Virtual Environment?"
To the extent that the trainee is given control over aspects of the virtual environment, he/she is being handed a second task to perform in addition to the primary training task.  The trainee must now also monitor or be aware of the current state of the virtual environment, and decide when and in what way it would be beneficial to change its state.  Whether or not this secondary task of controlling the virtual environment competes in a harmful way with the primary training task depends on the nature of the training task and the type and manner of control of the virtual environment given the trainee.  Even in instances where there is clearly some competition between the two tasks, the benefits to training of having control over the virtual environment may outweight the costs.

To the extent that control over the virtual environment remains with the instructor rather than the trainee, another issue emerges.  If the trainee is fully immersed in the virtual reality of the simulation, then changes made to the virtual environment by the instructor may be confusing and disorienting to the trainee.  Changes caused by the instructor would have no apparent causality within the trainee’s virtual world and would not have occurred in the real training situation.   In the real world, things happen either because we cause them or because some other identifiable--and usually perceivable--agent causes them.  Our expectations about how the world behaves--in this case a virtual world--could easily be violated by unexpected changes caused by an unseen agent, the instructor.  Thus, it would seem that changes to the virtual environment to be made by the instructor should not be made in the midst of a simulation, but rather at natural or introduced breaks, at which time the trainee can be alerted to the changes being made.  
Modal versus Modeless Control of the Virtual Environment.  tc  \l 4 "3.1.1.2
Modal versus Modeless Control of the Virtual Environment"As discussed above, giving the trainee control over aspects of the virtual environment creates a secondary task.  This raises the question, does the trainee timeshare the virtual environment control task with execution of the training task, or does he/she switch alternately between the two tasks, being actively involved in only one of the two tasks at a time?  There is no clearly correct answer to this question.  Each of these two control strategies has some advantages and each creates some problems, as we discuss below.

In modal control, the trainee is either in training mode or in control mode at any given moment, and must make some active response to switch from one mode to the other.  While in training mode, he/she is actively engaged in the training task; in control mode, he/she is controlling the virtual environment and is “disconnected” from the training task.  The obvious advantage of this form of control is that there is little or no interference between the two tasks since they are performed sequentially.  On the other hand, the trainee must still decide when to make changes between modes, in particular, when to jump out of training mode into control mode.  Furthermore, the trainee must be provided with an action or response that causes the mode change, and this action must not interfere with the training task. 

There is also the question of what happens to the ongoing training task when the user switches to control mode: does the task continue to execute in the trainee’s absence or does it pause?  We imagine that in many training situations it will make sense to pause the training scenario, but we discuss later a class of situations where it seems necessary to allow the simulation to continue.  If the scenario is paused, is the frozen scene still displayed to the trainee, or is the trainee removed from the virtual environment?  Again, no single answer seems always correct, but we imagine that in many cases it will be advantageous to leave the trainee in touch with the virtual environment.  Only in this way is it possible for the trainee to receive feedback as he/she modifies aspects of the environment.

Finally, how does the trainee know which mode he/she is in currently?  This will be apparent if time is frozen in control mode.  But if the training scenario is allowed to continue executing then it would seem important that some status cue be present when the trainee is in control mode and not present when in training mode.

In modeless control, the trainee must timeshare control of the virtual environment with continuing execution of the training task. This implies that the means of control of the environment must be always available to the trainee and that it not interfere with execution of the training task.  A significant advantage of modeless control is that the training task is never interrupted.  This may be an important consideration for training tasks in which  pauses in the action would significantly effect the trainee’s situation awareness or performance.  An obvious disadvantage of modeless control is that the user may not be able to devote his/her full attention to the training task while actively controlling the environment.  In this regard, it is important to identify means of control of the virtual environment that cause as little interference with the training task as possible.  Of course, such means of control cannot be determined without knowing the details of the training task; in particular, we need to know the input and output requirements, and cognitive load determined by the training task. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 37-38.
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Transformations of  the Virtual Environment"
If we think about the types of changes or transformations that we might allow a trainee to make to his/her virtual environment, it becomes apparent that most of the interesting changes or transformations are things that cannot occur in the real world or, at least, fall outside of the range of our usual perceptual experience.  For example, we might want to allow the trainee to “jump” among several different locations in three-dimensional space, or even to be suspended in midair with a “God’s eye” view.  These are movements that are possible only within the virtual reality; they cannot occur in the real training task.  Similarly we might like to allow the trainee to speed up or slow down, or even stop or reverse, the flow of time.  Again, these are transformations of time that simply cannot happen in reality, in which time assuredly marches on with unceasing regularity.

Our use of a virtual environment clearly makes possible transformations of space and time for which we have no experience in our everyday lives.  It is important that we consider the perceptual and cognitive effects on the trainee of allowing him/her to execute these types of transformations.  We will need to be careful to perform or constrain transformations in ways that will minimize temporal and spatial disorientation, confusion, and misperceptions.

One class of transformations that immediately comes to mind as being likely to cause temporal or spatial disorientation is discontinuous jumps in either space or time.  If through the passage of time you have arrived at a particular place at a particular time, but at the next moment are instantaneously moved either to a different location in space or to a different point in time, you may well experience confusion about where you are now spatially or temporally, and what you are looking at.  In real life, to get from point A to point B in space or time, you must pass through the continuous succession of  intermediate states between A and B.  The perceptual and cognitive experience of this continuous sequence of intermediate states provides the necessary information to determine and understand how the new point B is related to the old point A.  Thus, it seems inadvisable to permit the trainee to instantaneously transport himself/herself from one spatial location to another, or from one point in time to another, without passing through the succession of intermediate locations or moments in time.  We discuss this issue further in the following two sections on the trainee’s control over location in space and control over location in time.

Control Over Location in Virtual Space.  tc  \l 4 "3.1.2.1
Control Over Location in Virtual Space"In this section we consider the problem of allowing a trainee to move from one location in the virtual space to another in order to gain different visual perspectives of the virtual scene.  We assume that these movements are not an integral part of the task being trained, and so the means of controlling these movements is not already incorporated in the task itself. 

At an abstract level, describing location and orientation in three-dimensional space is a 6 degree-of-freedom (DOF) control problem.  Consider a trainee who starts out at point A in the virtual space looking out in a particular visual direction through the space.  Specifying this location and visual direction requires 6 parameters.  If the trainee moves to a new point B, perhaps now looking in a new direction, then new values will be needed for all 6 parameters.  Providing the trainee with a usable 6 DOF control device is proving to be a daunting task (Drucker & Zeltzer, 1994; Paton & Ware, 1994; Ware & Osborne, 1990).  As Drucker and Zeltzer point out: “Direct control of the six degrees of freedom ... is often problematic and forces the human VE participant to attend to the interface and its ‘control knobs’ in addition to--or instead of--the goals and constraints of the task at hand.”  Several 6 DOF devices have been developed (e.g., hand-tracking gloves, the SpaceBall_, the Bat, and the Bungee Bat) and some studies have been performed to compare their performance.

Zhai and his colleagues have performed several studies comparing a hand tracking glove (an isotonic controller) with a Spaceball_ (an isometric controller) to dock and align a 3D cursor with a 3D target (Zhai & Milgram, 1994; Zhai & Milgram, 1993a; Zhai, Milgram & Drascic, 1993).  In different conditions, each control device was used to control either velocity or position of the cursor. They found that for controlling velocity, the isometric device was superior to the isotonic device, and that the reverse was true for controlling position, where the isotonic device was better. They propose a principle of compatibility between sensing mode (isometric vs isotonic) and mapping relationship (position vs velocity control) to account for their results. They also compared isometric and elastic devices for velocity control.  Like isometric devices, elastic devices (such as the Bungee Bat) are force-feedback devices, but they differ in  allowing spring-loaded movement away from a neutral point. They found that subjects performed better with the elastic velocity controller than with the isometric controller (Zhai, 1993;  Zhai & Milgram, 1993b) and hypothesized that this was true because the elastic device provides better control feel.

Other studies conducted by Ware and his colleagues have compared isometric, elastic and isotonic 6 DOF devices for controlling velocity of navigation through virtual space (Paton & Ware, 1994; Ware & Slipp, 1991; Ware & Jessome, 1988).  They found that subjects subjectively felt that they had a higher degree of control with the elastic device than with the isotonic device, in agreement with Zhai’s findings above.

A different approach to the difficult problem of controlling 6 DOF simultaneously is to break the control problem into smaller, more manageable parts.  Conveniently, the problem separates naturally into two parts: control of location in space--a 3 DOF problem-- and control of point-of-view--another 3 DOF problem.  We discuss these two smaller control problems next.

Controlling Location in Space.  There are at least two issues in the problem of controlling movement in virtual space: (1) continuous versus discontinuous movement, and (2) constrained versus unconstrained destinations.  The first issue relates to the discussion above of the likely inadvisability of permitting a trainee to instantaneously transport from one location to another, without experiencing the succession of intermediate states bridging the two.  Instantaneous movement is akin to Startrek’s “transporter” where the trainee would dematerialize from location A and rematerialize at location B.  Continuous movement is akin to traveling on a train or on a “magic carpet” where everything between points A and B is seen and experienced.

However, even if we assume that continuous movement is preferable, there remains the second issue of whether or not the trainee can move freely about the virtual space, as on a magic carpet, or is constrained to move amongst a set of “stations,” as on a monorail or train?  The control requirements for the two modes of travel are quite different.  Where the trainee can move freely, there are an infinite set of possible destinations, determined by the 3 spatial coordinates of the virtual space.  But where the trainee is constrained to travel among a predefined set of locations, control of only a single, categorical DOF is required; namely, to choose from the list of predetermined locations.  Having chosen a new location from the list, the trainee would then be moved to it in an automated continuous transition, as on a monorail. 

Whether travel is constrained or unconstrained is surely dictated, in large part, by the nature of the training task.  But, other things being equal, it can be argued that simplicity of control is to be preferred.  Thus, if a predefined set of locations will suffice for the training task, requiring only a 1 DOF, categorical control device, then there is little point in providing unconstrained movement, which requires a 3 DOF control device.

What types of devices should we provide to the trainee to control navigation with 3 DOF, or 1 categorical DOF?  The research described above by Zsai et al., and Ware et al. suggests that for controlling 3 continuous DOF, trainees will perform best with an elastic velocity-controlling device.  The primary limitation of existing devices, such as the Bungee Bat or the recent Thimble Gimble developed at MIT, is that they are mounted on some fixed component in the real environment and therefore do not move or rotate with movements of the trainee; to use the device, the trainee must move to it.  A trainee-mounted controller may be possible, but may be awkward and may interfere with the training task.

If only a single, categorical DOF is required then speech input becomes a prime candidate.  Speech has been found to be poor at fine quantitative control of continuous dimensions, but good for selection of items from non-hierarchical menus (Stifelman et al., 1993; Martin, 1989; Waterworth, 1984).   Speech has the advantages that it doesn’t require the trainee to shift visual attention, shift position or use his/her limbs away from the training task in issuing commands.  On the other hand, if speech is an integral part of the training task itself, then some means must be used to distinguish speech intended for the training task from speech intended to control the environment.  This could be as simple as using words that are unique in each context, or prefacing environment control commands with a unique command to switch to an environmental control mode.

Controlling Point-of-View.  When a trainee moves himself/herself to a location in virtual space, he/she is actually specifying the location of the rectangular volume of space in which he/she is physically able to move within the real laboratory environment.  Presumably, whenever this volume is moved, its orientation will always remain fixed; whatever wall of the volume faces North in the virtual environment will always face North as the volume is moved, and “up” will always remain “up.”  In most applications of virtual technology to date, movement and orientation of the trainee is tracked within the volume by use of a 6 DOF head-mounted tracker which keeps track not only of location of the trainee’s head within the volume, but also where he/she is looking in the virtual space, in terms of the orientation of the head.

Pausch, Shackelford and Proffitt (1993) compared head-tracked control of point-of-view in a head-mounted display with hand-tracked control of point-of-view in the same, but now stationary, head-mounted display.  In a generic searching task where the subject had to locate a set of items within a displayed room, task completion time was significantly shorter for head-tracked control of point-of-view.  Furthermore, almost all of the subjects reported that they preferred head tracking to hand tracking.  Thus,  head-tracked control seems to be a direct and natural method of controlling point-of-view.

Controlling the Passage of Timetc  \l 4 "3.1.2.2
Controlling the Passage of Time".  There may be many training situations where the trainee could benefit from having control over the rate of passage of time.  For example, in a task where events unfold at a very slow pace, it may be difficult for a trainee executing the task in real time to get a grasp of the entire task or to see how his/her actions effect outcomes because the consequences are realized so slowly.  There may be significant benefit in improving understanding of the relationship between actions and consequences if the trainee could speed up the flow of events.  Similarly, where events unfold very rapidly, learning might be enhanced by allowing the trainee to slow time down initially.

Other benefits might come from allowing the trainee to freeze time momentarily, to permit him/her to analyze the current situation and decide how to proceed.  Similarly, when appropriate, the trainee might be allowed to go back in time, to replay some of the scenario or to make another attempt at some difficult part of the task. 

Many of the same issues raised above with respect to changing location in space also apply to changing location in time in playback of a scenario.  One problem is how to move from the current moment in time to some earlier or later specific moment in time.  As with changes in location, it seems inadvisable to allow the trainee to make discontinuous jumps in time, with the possible exception of a jump to the beginning or the end of the scenario.  The problem with discontinuous jumps in time is in losing all temporal context and becoming “lost in time.”  The alternative is to allow the trainee to “fast forward” or “fast reverse,” passing  quickly through all intermediate moments between the current and desired locations in time.

This discussion suggests the VCR control as an appropriate metaphor for control of the passage of time.  Like the VCR control, we would like our virtual environment control to be able to “stop” (or “pause”), “play,” “fast forward” and “fast reverse.”  Since this is simply a short list of categorical commands, speech input once again is a prime candidate for the means of control.  As above, the issues are (1) to define a unique set of commands that do not overlap with task-related commands if speech is used in the task itself, and to minimize interference between control of the task and control of the passage of time.

Controlling Displayed Informationtc  \l 4 "3.1.2.3
Controlling Displayed Information".  In this section, we discuss the problem of providing feedback to the trainee about the state of the “displayed” virtual environment and the means for the trainee to alter that state.  Many of the problems arise from the limited capabilities of current sensory display systems.  While we are thinking here mostly about problems in providing feedback about, and controlling, the virtual environment characteristics, the same problems are likely to effect many training tasks as well.

Selecting objects in virtual space.  There is a considerable body of experience with the use of a 2D mouse to control a cursor in 2D space to select objects.  However, the generalization to a 3D mouse controlling a 3D cursor in virtual space raises new issues (Zhai et al., 1994; Venolia, 1993; MacKenzie et al., 1991; Mackinlay et al., 1990).  In selecting an object, the trainee must move the cursor in space until it contacts or pierces the object of interest.  A promising new technique is reported by Zhai, Buxton and Milgram (1994) in a study in which subjects attempted to track a 3D angel fish moving unpredictably in virtual space.  Subjects controlled a cursor that was either a wire-frame rectangular volume or a frame with a semi-transparent “silk” covering.  Subjects controlled the cursor with a position-tracked glove, and either viewed the scene in mono or in stereo conditions.  The effect of the silk covering was to provide occlusion-based depth cues due to a lowering of brightness of any object seen through the silk surface, and further darkening when seen through two surfaces (that is, located behind the cursor).  They found that the silk surface cursor was more effective than the wire frame cursor, both in mono and stereo viewing modes, and that performance was best when the silk cursor was combined with stereo viewing.  These results confirm the importance of occlusion information in the perception of depth (Wickens et al., 1989) and suggest a new form of cursor for use in virtual environments.

Visual Display of Information.  The low spatial resolution of current HMD’s creates a problem in the visual presentation of information to the trainee, especially for display of alphanumeric messages.  Only a very limited amount of information can be legibly displayed at one time, and that display then occludes some or all of the normal field-of-view.  While there is no obvious way to display more information at one time, there are ways of making multiple frames of information accessible.  Waterworth and Serra (1994) describe multidimensional icons they call M-cubes.  Each face of a displayed cube contains different panels of information which the user can rotate into view.  SuperCubes carry the process a step further by coding meaning into direction of rotation of the cube.

The occlusion problem has typically been addressed by making informational displays visible only when requested by the trainee.  Requests usually take the form of specific gestures detected by the head-tracking system.  For example, looking up above some threshold elevation may cause a particular informational display to appear while looking down may cause a different display to appear.  Crouching may be the trigger for yet a third display.  In many cases, gestures can be defined that are sensibly related to the information being requested.

Another approach to the problem of occlusion is to make the informational display semi-transparent so that the training scene is visible through the information display.  This approach is related to current research on “see-through” tools (Bier et al., 1994; Stone et al., 1994; Bier et al., 1993).  The basic idea of see-through tools is that one or more tools are placed on a transparent sheet which is seen as a layer in front of the viewed scene.  The user is able to move the sheet around, typically with a mouse in the left hand, to locate a particular tool over a particular object in the scene.  The tool’s function can then be applied to the object by moving a cursor over the object, usually with a mouse in the right hand, and clicking through the tool onto the object.   This approach may be valuable as a means for the trainee to modify aspects of the displayed environment.  The trainee could move a tool that would modify the display in a desired way over a portion or all of the displayed scene and click through it to apply it to the scene.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 39-43.
8Skills, Processes, and Behaviors to be Enhanced tc  \l 3 "2.3.1
Skills, Processes, and Behaviors to be Enhanced "
It is important to distinguish between instructional features that lead to improved performance while in the simulator, and those that lead to superior performance in the operational setting, particularly after an interval of non-relevant activity has intervened between the end of training and operational testing.  Because the primary goal of a training program is to achieve acceptable performance in the operational setting, artificial cues should be designed to enhance skills and processes that are critical to operational performance.  Although such cue enhancements will generally be accompanied by improved in-simulator performance, that is not necessarily the case, and it is possible that simulator performance will actually be degraded if the artificial cueing environment is one that intentionally degrades certain perceptual capabilities to force the trainee to develop a higher degree of skill.

There is some indication that cue augmentation can be an effective training aid.  Lintern (1980), for example found that subjects trained with certain visual cueing enhancements performed better upon transfer to a simulated approach-to-landing task without cue augmentation, than did subjects trained without these enhancements, provided that training was conducted in a manner that avoided a dependency on the enhanced cueing environment.  Lintern cites previous studies showing the same trends.  The training benefit of cues unique to virtual environments, however,  remains to be demonstrated.

Artificial cues proposed for inclusion in a training program should be designed to enhance one or more of the skills, processes, and behaviors required for performance in the operational situation.  Although skill requirements must, to some extent, be task-specific, some general skills and processes have been considered to be generic to a large body of tasks and thus to be potential beneficiaries of instructional cueing.  Two such skills/processes are reviewed briefly: (1) internal model building, and (2) sensitivity to perceptual invariants.

Internal Models.  tc  \l 4 "2.3.1.1
Internal Models "Cannon-Bowers et al. (1991) provide a detailed discussion of the role of mental models in the learning process.  They claim that mental models perform the following task-relevant functions:

· Help people describe, explain, and predict events.

· Speed the rate of comprehension by allowing the classification of situations, relationships, and objects in terms of their most important features.

· Allow one to assess the consequences of an action before it is taken.

Quoting from Mayer (1989), they suggest that training should present an explicit conceptual model that highlights the major objects and actions in a system as well as the causal relations among them.  Conceptual models should improve learning by helping the trainee to (1) focus attention on the important concepts and relationships in a system, (2) organize incoming information, and (3) integrate incoming information with existing relevant knowledge.

The utility of a mental model with respect to learning a specific task depends on the inferences that the trainee needs to draw about system performance (Cannon-Bowers et al., 1991). The mental model will be useful when it allows one to infer the procedure for operating a device, or when it is necessary to generalize to situations not explicitly trained.  On the other hand, the mental model is not likely to be useful when the device is so simple that inferences are unnecessary, when the model is too complicated, on when the mental model does not support the needed inferences.

Perceptual Invariants.   tc  \l 4 "2.3.1.2
Perceptual Invariants "Lintern (1991) suggests that positive transfer from the training simulator to the operational task is aided when the simulation enhances the trainee's sensitivity to the "perceptual invariants" associated with a perceptual-motor task.  According to Gibson (1979), "An invariant is a property of an event that remains unchanged as other properties change: that which specifies the persistent character of the event."  Examples of perceptual invariants regarding vehicle control tasks are:

· The angle between the line of sight to the horizon and the line of sight to the intended touchdown point during aircraft landing approach.  Once the airplane is on the desired glide path, maintaining this visual angle constant keeps the airplane on the glide path.

· The optical flow rate of a point on the ground at a given viewing angle from an airplane.  Provided speed is held constant and the ground is flat, maintaining constant optical flow rate is equivalent to maintaining constant altitude.

· The angle formed by the velocity vector of one's ship and the line of sight to another ship.  If the distance between the two ships is decreasing, and the angle remains constant, the ships are on a collision course even if the ships are traveling at different speeds.

Although Lintern places the notion of perceptual invariants in opposition to internal models, one may think of perceptual invariants as being components of the overall mental model of a perceptual-motor task.  That is, an accurate and complete conceptual model of a task environment will include the relationships between perceptual variables and system behavior and should therefore allow the observer to predict which variables remain invariant as the desired system state is maintained.

According to Lintern, improvements in skilled behavior are associated with improved ability to distinguish changes in what are supposed to be perceptual invariants.  Learning is thus accompanied by a lowering of the perceptual thresholds for these invariants. Therefore, instructional techniques that enhance differentiation, particularly by drawing attention to perceptual invariants, will enhance learning, whereas techniques that conceal the perceptual invariants tend to impede learning.

In summary, according to the notion of perceptual invariants, artificial cues should be designed and presented in a manner that accentuates the perceptual invariants (i.e., makes clear to the trainee what these invariants are) and increases the sensitivity to deviations in these perceptual cues from their desired values. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 31-32.
9SELECTION OF ARTIFICIAL CUES tc  \l 3 "2.3.2
Selection of Artificial Cues "
The selection of artificial cues for training purposes is highly task-dependent.  To our knowledge, there are no general guidelines for selecting specific cues.  We list below some artificial cueing techniques that seem particularly well suited to (or demand) virtual environments.  The training effectiveness of these cues remains to be determined.

Simple Visual Identifiers.  Various techniques can be used to designate critical objects to the trainee (e.g., highlight the current target).  Visual techniques include tags, pointers, and icons that are animated, and/or that change color or shape.  (Animation of icons represents technology that is sufficiently advanced to be characterized as VET.)

Visual Display of Dynamic Processes.  This category includes visual displays of (typically continuous) dynamic variables that are not present in the real world.  Included are "telephone pole" displays to indicate desired glide path, and predictive displays to indicate the future state of the system.  VE technology allows such cues to appear in 3-dimensional space.

3-D Acoustic Cueing.  Auditory cues not normally present in the operational setting can be presented in a 3-D acoustic environment to direct the trainees attention to a particular region of 3-space or to indicate present, future, or desired system state.

Haptic cueing.  Cues and constraints provided by touch and feel can be provided to either indicate the current state of the system or to encourage a particular response on the part of the trainee. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 33.
10Presentation of Artificial Cues tc  \l 3 "2.3.3
Presentation of Artificial Cues "
The goal of introducing artificial cueing in a training system is to produce superior performance in the operational task (where the cue is no longer present), reduce the time for skill acquisition, or both.  The goal is not simply to improve performance during the training phase.  The issue, then, is how to present potentially useful artificial cues in a manner that avoids the development of a dependence on the artificial cue.

There seems to be general agreement that the artificial cue should not be presented continuously throughout the training phase.  One simple training strategy is to present the augmented cues on only some of the trials (Eberts & Brock, 1987).  Another strategy allows the artificial cue(s) to be presented in any trial, but in an adaptive fashion according to the state of the system.  Lintern and Roscoe (1980) suggest that artificial cues be presented only when the subjects are performing incorrectly.  They argue that only this type of feedback provides positive transfer of training, and that augmented cues presented when the subjects are tracking correctly tend to produce negative transfer.  They hypothesize that augmented cues tend to distract attention from some perceptual invariants when the trainees are performing correctly, but that such distraction does not occur during incorrect performance.

The ability to generate haptic cues allows the system to provide physical guidance to the trainee in a task requiring development of motor skills.  There are two ways to provide such guidance: restriction, in which incorrect responses are prevented, and continuous forced guidance.  Holding (1987) reports that both techniques have been found useful in teaching motor skills in laboratory tasks, depending on the details of the task.  Nevertheless, it is generally felt that continuous forced guidance is too likely to induce a dependency that prevents positive transfer.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 33-34.
11Physical and Functional PRIVATE 
Fidelity Requirementstc  \l 3 "3.2.1
Simulator Fidelity "
Simulator "fidelity" refers to the degree of similarity between the simulated task and the real-world implementation of that task.  Two fidelity dimensions are considered here: "physical fidelity" and "functional fidelity".  Physical fidelity is the accuracy of the presentation of the physical design and layout of the system and its components; this includes the visual, auditory, and haptic person/machine interfaces.  Functional fidelity is the accuracy of the representation of the system's functional characteristics and procedural rules.

Some of the questions to be answered regarding simulator fidelity are:

· How much of what type of fidelity is needed to provide good training?

· How do we select tasks such that the training evaluation methodology is relatively independent of the continuing improvement in the fidelity of simulators using VET?

The fidelity requirements of a simulator used solely for training are generally different from the requirements of simulators used for system evaluation.  The primary requirement of a training simulator is that it facilitate the development of skills required for good performance in the operational environment.  Performance on the simulated task does not necessarily need to mimic performance on the operational task, which means that some liberties may be taken with training simulator fidelity that would not be permissible with simulators intended for engineering evaluation.  There are examples where reducing the fidelity of the simulation enhanced learning as measured by testing in the transfer condition (Lintern, 1991).

The requirements for functional fidelity are likely to be more stringent than the requirements for physical fidelity in a training simulator.  In order to develop an appropriate mental model of the task environment, it is necessary that the relationship between the operator's input to the simulator and the simulator response be compatible with the input-output characteristics of the operational device.  Positive transfer of training requires that operator responses be the same in the training and operational environments (Holding, 1987).

The requirement for stimulus similarity is less clear.  According to Osgood (1949), positive transfer will increase with increasing stimulus similarity, provided the responses in the training and operational environments are identical.  On the other hand, Holding states that stimuli may be different.  The latter theory is supported by studies that show training benefits from artificial cuing and other distortions of the stimulus environment.  According to Lintern (1991), a substantial reduction in stimulus fidelity can be tolerated provided the essential informational quantities (or invariants) of the stimulus environment are retained.  In general, relaxation of the stimulus fidelity requirements implies a relaxation of the physical fidelity requirements.

The question still remains as to "how much" fidelity is required.  The answer is highly situation dependent.  For example, all digitally-simulated tasks include response delays above those present in the real-world environment.  The amount of such delay that can be tolerated without impairing training effectiveness will depend on the time constants of the system and the rapidity with which the operator must respond.  Similarly, requirements for display resolution will depend on the magnitude of the real-world stimulus and the degree of precision required by the trainee to obtain the desired training benefit.  These issues have to be resolved on a case-by-case basis.

The fidelity with which VE systems can provide sensory inputs is likely to improve substantially during the course of the forthcoming training evaluation study and for a considerable time afterward.  In order that the results of the evaluation program not be specific to the simulation capabilities existing at the time of the study, we intend to explore tasks for which good performance does not require high-fidelity sensory inputs.  Accordingly, we shall select experimental tasks that do not depend strongly on physical simulation fidelity and can be adequately supported by current VE technology.  Such tasks are likely to emphasize internal model-building and procedural skills, rather than perceptual-motor skills. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 44-46.
12PERCEPTUAL, MOTOR AND COGNITIVE REQUIREMENTS

Perceptual requirements have to do with content, format, and modality of displays. Motor requirements have to do with manipulation of objects in the environment; this is the most observable aspect of the task.  Cognitive requirements have to do with thinking and problem solving components.  Reason for Inclusion: Tasks requiring some combination of these components are potential targets for VE technology.  VE technology may be differentially well-suited to tasks that emphasize one or another of these requirements.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 46.
13THEORETICALLY WELL FOUNDED  

An existing theoretical context for the task (1) facilitates interpretation of experimental results (e.g., comparisons of measured performance to the theoretically optimal performance), (2) allows the synthesis of results from various experiments with different results, and (3) provides a stronger basis for generalization from specific experiments. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 46.
14TASK DIFFICULTY 

It is essential that the complexity/difficulty of the task be easily controlled to avoid ceiling and floor effects of performance during training and so that (1) the operator will be motivated to adopt the appropriate response strategy(ies), and (2) task performance will be sensitive to the appropriateness of the operator's strategy. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 47.
15Easily Generated Performance Measurements 

Objective indices of the subject's process and output/product of the subject's efforts should be available.  Measures should be derivable in a practical and non-invasive manner, and be available not only for proficiency, but for processes to permit to determination of what factors facilitate (and inhibit) learning.  Separate measures of each component (e.g., motor, cognitive, and perceptual) should be available.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 47.
16CLEAR, UNAMBIGUOUS I/O AND INSTRUCTIONS

Performance variability will be reduced, and interpretability of the measured performance enhanced, if all trainees are  working to achieve the same goal(s).

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 47.
17EXPLOIT UNIQUE VE INSTRUCTIONAL CUEING CAPABILITIES 

The purpose of such cues is to facilitate learning.  Cueing capabilities are one of many potential novel instructional approaches that are feasible with VE technology to a greater extent than with conventional simulation. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 47.
18Well-Defined Outcomes

Some tasks are open-ended and the subject is left not knowing when to stop or whether an acceptable solution has been found.  Such tasks lead to increased performance variability and difficulty of defining consistent performance measures across subjects.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 48.
19Real World Analog

Provides controls for conducting research and enables transfer of training evaluations.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 48.
20Potential Application of Virtual Environment Technology

The objective of the research program is to identify VE technologies that improve efficiency and/or effectiveness of training of various types of tasks.  Tasks with such potential provide the best vehicle for exploring the training potential of VE technology.  This dimension is implicit in some of the others above.  However to the extent that we can develop specific hypotheses about tasks for which VE might provide particular leverage for improved training, we should take advantage of them.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 48.
21GOOD RESEARCH BASE DESIRED

This includes research into human performance, learning and retention; instructional approaches; learning theory that explains task; and performance measures.  Research that has already been conducted will not have to be repeated, and existing research will guide research conducted under the VETT program.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 48.
22AMENABLE TO TASK ANALYSIS

Effective task analysis contributes substantially to the successful design of training strategies and tactics and to the development of performance measures. 

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, p. 48.
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23Procedures for Harbor Navigation tc  \l 3 "4.1.2
Procedures for Harbor Navigation "
The interaction among key personnel involved in submarine navigation in an operational setting is diagrammed in Figure 1.  The Officer of the Deck (OOD), who has moment-to-moment responsibility for the safe and proper operation of the submarine, is advised continually by the navigator and on an as-needed basis by the commanding officer.  (Not shown in this diagram is the harbor pilot, who is on board to advise when the submarine is in the vicinity of the harbor).  Based on this advice, and on the information obtained from the visual scene and from auxiliary information sources such as charts, the OOD controls the direction and speed of the boat through verbal commands issued to the helmsman (and, via the helmsman, to the throttleman).
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Interactions Among Personnel in An Operational Setting

[From Levison, W.H., Tenney, Y.J., Getty, D.J., and Pew, R.W.  (1995).  Research for virtual environment training and usability – year 2 (Final report on contract no. 94-C-0072). Cambridge, MA:  BBN Systems and Technologies, p. 2.]

Three crew teams are shown: (1) the bridge team, whose members are on the bridge while harbor navigation is in progress; (2) the piloting team whose focus is on navigation and who are located below deck in the control room, and (3) the Helmsman and Throttleman, who are also located below deck. Although not considered as part of the "piloting team, the Helmsman is also located in the control room.  The Throttleman is located aft in the engine room.

The commanding officer (CO) has primary responsibility for all operations aboard the boat.  One of his roles in the process of harbor navigation is to supervise the Officer of the Deck (OOD).  The more competently the OOD performs his job, the more time the CO can devote to other concerns.  In the following discussion the CO is assumed not to have a hands-on role, and participation of the CO in the harbor navigation task is not considered.

The focus of this study will be on the Officer of the Deck.  Under the commanding officer, the OOD has moment-to-moment responsibility for the safe and proper operation of the boat.  The OOD has numerous duties; of relevance to this discussion is the duty to "keep continually informed concerning the tactical situation and geographic factors which may affect the safe navigation of the ship, and take appropriate action to avoid the danger of grounding or collision in accordance with tactical doctrine, the Rules of the Road, and the orders of the commanding officer or other proper authority".
PRIVATE 
Standard Navigation Procedurestc  \l 4 "4.1.2.1Standard Navigation Procedures"
The OOD receives navigation information from the visual scene observed from the bridge and from the Navigator.  The latter will provide information of an alerting nature (e.g., approaching the next turn) and will also offer advice on correcting course errors (e.g., "20 yards left of center, recommend coming right to zero three seven").  When the OOD concludes that a corrective or maneuvering action is necessary, the OOD will issue steering and/or engine commands to the Helmsman.  

The piloting team, located below deck, is supervised by the Navigator.  Two sources of information are shown here, visual (considered the primary source), and radar (the secondary source).  Lines of position (sightings) are generally taken at three-minute intervals so that the navigation team can make use of the "three-minute rule", which states that the distance in yards traveled between lines of position equals the speed in knots times 100.  (This rule is correct to within about 1% -- a nautical mile is approximately 2027 yards.)

The process is initiated by the Bearing Recorder (not shown in the diagram) calling for "rounds".  The Periscope Operator then obtains lines of position on three landmarks in quick succession using the periscope and marks each line of position by announcing "mark" and by pressing a button.  These landmarks, which must appear on the navigation chart, may be objects specifically intended as navigation aids as well as other readily-identifiable cultural features such as TV towers and buildings.  The true compass heading of the periscope appears on a digital readout when a position is marked, and the Bearing Recorder calls out the direction of view as read from the digital readout on the bearing repeater indicator.   Using a plot table and drafting machine, the Primary Plotter draws a line on a navigation chart that passes through the landmark.

If possible, the first line of position is obtained from a landmark roughly abeam of the boat; and subsequent lines of position are obtained from landmarks that are separated by at least 60 degrees.   The plotter will correct for time lapsed between lines of position when plotting the direction lines.  At the end of this process (which usually takes on the order of 15-20 seconds), three intersecting lines will appear on the chart.  Ideally, these lines will form a small triangle, and the location of the boat is taken to be at the center of this triangle.  An unusually large triangle suggests an error in either sighting or plotting.

Conventional radar navigation performed by the radar team involves procedures similar to those of the primary team.  When rounds are called for, the radar operator also obtains three ranges, using various landmarks including prominent features of the landmass.  Radar ranges are called to the Secondary Plotter, who marks his chart by drawing arcs about each landmark.  The triangle formed by the intersecting arcs indicates the boat's position.

The plots obtained by the Primary and Secondary Plotters are reviewed by the Navigator who then communicates appropriate information to the OOD.  Communications include confirmation of current position along with recommended corrective action if necessary, and other status information such as an approaching turn.  Course corrections will generally be recommended when the displacement of the boat from the channel centerline reaches 10-15 yards.

Global Position System (GPS) readouts of the boat's location are available to the piloting team, but electronic information is considered as backup information to the visual and radar information.

Unless ordered to take a specific action by the CO, the OOD will weigh the commentary from the Navigator with his own independent assessment of the situation to determine whether or not changes in either speed or heading are desired.  Heading and engine (speed) orders are communicated directly to the Helmsman.  Engine orders are relayed by the Helmsman to the Throttleman by means of the engine order telegraph.  While in the process of executing the orders of the OOD, the Helmsman repeats the orders verbatim to the OOD.

At the end of each "round" (i.e., after the third line of position), the Fathometer Operator calls out the depth below keel as read from the fathometer.

Currents in the channel can be significant and their effects must be considered.  Currents in harbor areas are caused in part by tidal action, and yearly tidal current tables are prepared to list the expected direction ("set") and speed ("drift") of currents at key location within U.S. harbors as a function of time of day and calendar date.  River and wind-driven currents may also be important.  Because actual currents may differ from the published currents, precise navigation requires that the current be estimated in real time.

Current can be estimated from the difference between the observed path of the boat and the path estimate by dead reckoning (DR).  DR intentionally ignores the effects of current and predicts the future path of the boat (typically, 3 minutes ahead) by assuming (a) constant ordered heading, (b) constant ordered speed, and (b) zero current.  The vector difference between the next observed position and the estimated DR position, as read from the chart, indicates the current's speed and drift.  This information can then be used to recommend to the OOD a heading and speed that will correct for the effects of current to yield the desired track relative to the ground.

When initiating a turning maneuver, the OOD will typically issue an order to execute a specific rudder position, followed by a command to acquire and maintain a particular heading (e.g., "right fifteen degree rudder.....steady on two two five").  The Helmsman first executes the commanded rudder action, then, as the desired heading is approached, controls the rudder in a manner that smoothly acquires and maintains the desired heading.  The Helmsman provides verbal feedback as the new heading is acquired.

Correcting the lateral position of the boat with respect to the channel centerline is usually accomplished by making a small (1 or 2 degrees) change in the boat's heading until the correction has been nearly accomplished, then re-orienting the boat to maintain a track parallel to the centerline.  The OOD does not command a rudder setting in this case; rather, the new desired heading is called for directly (e.g., "come left to two one three").

Engine orders are typically issued as one of the following five throttle settings: "1/3", "2/3", "standard", "full", and "flank" (e.g., "all ahead one third").  On the surface, these settings may yield speeds relative to the water of around 4, 8, 12, 16, and 20 kt.  The OOD may also issue an order for a specific speed (always relative to the water).  For example, the command "make turns for 6 knots" instructs the Throttleman to adjust the throttle to achieve a nominal speed of 6 kt according to a table that shows speed versus throttle setting.  ("Turns" refers to engine rpm.)  The command "make turns for 6 knots by log" means to adjust the throttle to acquire and maintain true water speed of 6 kt as shown on the speed indicator.  Orders for specific speeds are issued directly to the supervisor of the "maneuvering" group, which includes the Throttleman.

PRIVATE 
Navigation by the OODtc  \l 4 "4.1.2.2Navigation by the OOD"
Because the OOD has moment-to-moment responsibility for safe operation of the boat, the OOD must be able to exercise independent judgment of the status of the boat to compensate for occasional navigation errors or inadequacies associated with dependence on other crew members.  Problems that might arise include:

1. Information loss.  Because of a problem with the communications systems or because of confusion, information may not be received by the OOD from the Navigator in a timely fashion.

2. Erroneous information.:
· The Periscope Operator may think he/she is sighting one landmark when, in fact, another landmark is being sighted through the periscope.  This type of error, which may be in part a result of the narrow field of view of the periscope, will lead to a plotting error and, unless corrected, subsequent misreading of the boat's position.

· A correctly reported landmark may be plotted incorrectly.

· A correctly plotted set of lines of position may be misinterpreted.

3. Errors of Execution.  The Helmsman may turn the rudder in the direction opposite to what was ordered even when repeating the correct orders given by the OOD.

4.
Information not readily Available to Piloting Team.  The OOD will be the first to receive information from the harbor pilot about recent modifications of the channel configuration -- typically, an obstacle such as a recently sunken ship not shown on the chart.

In this discussion the OOD is assumed to have three types of visual cues available for forming an independent judgment of the navigational status of the boat: 

1. Cues that provide general awareness of where the boat is located within the harbor.

2. Cues to indicate the lateral position and orientation of the boat relative to the channel centerline.

3. Indicators of current velocity.

The OOD has available a chart of the harbor showing distances and orientations of the various "legs" of the channel.  Also shown on the chart are the landmarks recommended for navigation.  Correlation of landmarks observed by the OOD with those shown on the chart indicates the approximate location of the boat within the harbor and alerts the OOD to impending maneuvers.  A "course card" containing only the most important navigation information shown on the navigation chart is also available to the OOD.

Channel buoys and range markers provide visual cues for judging orientation and lateral position with respect to the channel centerline.  A schematic of a channel configuration including these navigational aids is shown in Figure 6.

Key features of this diagram are:

· Channel boundaries consisting of straight (dashed) line segments.  This is the way they appear on the charts.

· Small circles representing channel buoys ideally (not always exactly) located along the channel boundaries.  The convention is "right returning red"; i.e., when heading toward port, red buoys are on the right, and green buoys are on the left.  These are generally lighted so that they can be readily used at night.  There is no fixed rule for the spacing of channel buoys, and they do not necessarily come in pairs.

· Triangles denoting range markers, generally located on land, which provide visual indications of the extent to which the boat is off the channel centerline (denoted here by dotted lines).  Range markers always come in pairs, with the further marker being higher than the nearer marker.  The two markers will appear to be lined up when the boat is on the centerline.
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Figure 6.  Schematic of Channel Configuration with Navigation Aids

Dashed line:

Channel boundary

Dotted line:

Channel centerline

Circle:


Channel buoy

Triangle:

Range marker

Of the elements shown in Figure 6, only the channel buoys and range markers are visible to the Officer of the Deck (OD).  Channel boundaries and centerlines appear on charts but are not physical objects.

Note that the range markers are sometimes ahead of the boat and sometimes behind.  In Figure 6, range markers will be ahead for the first two legs and behind for the third when the boat is inbound.  The interpretation differs for forward-located and rearward-located range markers.  When the boat is to the right of centerline, the further  marker will appear to the right of the nearer marker when the ranger markers are ahead, and to the left of the nearer marker when the markers are behind.

The heading of the boat relative to the heading of the channel can be estimated directly, although only approximately, from the perspective view of the channel buoys.  Deviations of heading (or, if currents are present, ground track) with respect to channel centerline can be inferred from the change in alignment of the range markers over time.

It is not vital for the OOD to estimate heading with any great precision, because the heading of the channel leg can be read from the navigation chart.  Thus, once the boat is sufficiently close to centerline, the OOD orders a heading equal to that of the indicated channel orientation (or offset by an amount that compensates for the effects of the current).  Because the OOD issues heading orders in terms of true compass headings, rather than as changes from current heading, the OOD must remember the previously ordered heading.  This is often accomplished by maintaining a written record of ordered headings.

In addition to noting the lateral movement of the boat, the OOD can obtain a rough visual estimate of the current from the way the buoys lean.  The direction and amount of leaning indicate the set and drift.

The channel buoys may be used as aids for planning turning maneuvers.  For example, one rule of thumb is to delay initiating a turn until the first line of markers has been crossed.  This guarantees that the boat will not complete its turn before reaching the next leg.

From Levison, W.H., Pew, R.W., and Getty, D.J.  (1994).  Application of virtual environments to the training of naval personnel (Final report on contract no. 93-C-0042). Cambridge, MA: BBN Systems and Technologies, pp. 52-57.
24THE SIMULATED NAVIGATION TASK

As shown in Figure 2, the test subject playing the role of the OOD received all task-relevant visual cues from information provided via a helmet-mounted display.  The OOD issued verbal orders to a speech recognition system which parsed the commands and (for legal commands) sent the appropriate commands to the automated helmsman for control of the simulated submarine dynamics, or directly to the graphics for control of the visual environment.  A speech production system using pre-recorded messages provided verbal confirmation to the OOD of the message received by the recognition system.


[image: image2.wmf]HMD 

Visual

Cues

Voice 

Speech

Recognizer

Parser

Commands

OOD 

Speech

Production

Confirmation

Verbal

Automated 

Helmsman

Simulated 

Graphics

Dynamics


Figure 2.  tc "Information Flow in the Simulated Channel Navigation Task"\c 
Information Flow in the Simulated Channel Navigation Task
Component Skills

The nine skills that appear to be critical for carrying out the OOD task in the simulation are shown in Table 1.  All but one of the skills--Learning the Simulator (#6)-- are equally applicable to learning the task in the real world.  

Feature location (#1) is the ability to relate the visual scene to the map and vice versa.  For example, given a feature of the visual scene, can the student find it on the map, and given a feature on the map within sighting distance, can the subject locate it?

Self-location (#2) is the ability to judge exactly where the boat is, both on the map and in the visual scene.  It involves knowing whether the boat is centered and whether it is going to run aground, whether it is midway through the segment or close to the segment boundary, which way the boat is pointing as well as which way the boat is moving.  (Pointing will be different from moving direction in the presence of  currents.)

Ship handling is divided into two skills, depending on whether or not there are currents.  In both cases (#3 and #4), ship handling is the ability to keep the boat centered on a straight path and turn from one leg to the next.  In the case of currents (#4) ship handling involves being able to keep in mind:  the direction of the current, the direction the boat is headed, the direction the boat is moving, the desired direction, and if necessary, the heading that is needed to correct for the current and attain the desired direction.  

Navigating with currents is difficult, even in the presence of range markers, for two reasons.  First, there may be a tendency to want to make local adjustments -- simply realigning the range markers and then waiting for them to move apart-- rather than  adopt a global strategy,  which calls for an understanding of vectors.  The local strategy, aside from being exhausting, produces an undesirable zig-zag path.  Secondly, there is a tendency to assume the boat is moving in the direction in which it is pointing, rather than to visualize the actual direction of movement.  Failure to visualize the direction correctly and adjust for the direction of movement of the water can result in collisions with buoys and running aground.  For these reasons, this skill appears to be a good candidate for training emphasis.

Task management (#5) is the ability to distribute attention optimally among the tasks. It involves keeping track of the status of various indicators (e.g., checking the nav aid direction, checking the range markers), remembering to return to interrupted tasks,  and prioritizing the tasks to avoid overload.

The remaining skills consist of simulator learning (#6), for example, how to interact with the voice recognition system and bring up the various displays;  communication (#7), which involves both using the proper grammar and evaluating the accuracy of messages; traffic (#8), which involves detection, avoidance, and communication; and finally, navigation book learning (#9), or the requisite background knowledge. 

Table 1.  tc "Component Skills of the OOD Task"\c 
Component Skills of the OOD Task
1. 
Feature Location

Find feature in the scene that corresponds to feature on the map/course card.


Find feature on the map that corresponds to feature in the scene.

2. 
Self-Location (passive observation, with/out currents)

Judge how close boat is  to centerline 

based on range markers.

based on buoys.


Judge how close boat is to channel edge

based on buoys.


Judge how close boat is to turn

based on nav aids.

based on buoys.

3.
Ship Handling (no currents)

Correct path error on straight path

based on range markers.

based on buoys.


Make turn from one path to next

based on nav aids.

based on buoys.

4.
Ship Handling (with currents)

Same as (3) plus


Predict future path (where pointing, where traveling, desirable direction, direction of current).

5. 
Task Management
6. 
Learning the Simulator

Get system to recognize your voice.


Learn to adjust helmet.


Identify specific objects in scene.

7.
Communication

Give correct form of command.


Utilize advice from piloting crew.


Verify validity of messages received from navigator, helmsman, etc.

8.  
Traffic

Anticipate conflicts.


Communicate with large ships to arrange passage.


Manage ship passage

Other military.

Large commercial.

Small.

9.  
Navigation Book Learning 


Show knowledge of steering directions by compass.


Strategy for path correction

strategy for making turns.

vector currents.

chart reading.

Kings Bay Entrance Channel

Except for brief exposures to a two-segment "practice channel", all simulation studies employed simulations of Kings Bay Entrance Channel.  This channel, which lies on the border between Georgia and Florida and passes through Cumberland Sound, was expected to provide a suitably challenging task for experimental studies because of the relatively large number of turns required for its navigation.

The boundaries of the channel consist of a series of straight line segments which serve to define the channel "segments", each of which is defined by a fixed compass direction.  Geographic locations of the breakpoints of the channel boundaries were obtained from visual inspection of Defense Mapping Agency (DMA) Chart No. 15F1211494, "Kings Bay Entrance Channel -- Cumberland Sound (South)", Second Edition, February 17, 1995.  Locations of relevant navigation aids (buoys, range markers, and beacons) were also obtained by measuring their locations on the same DMA chart.  Small adjustments were made to the measured locations of the range markers to assure that they coincided with the extended centerlines of their corresponding channel segments.  Scenic elements (land masses, vegetation, cultural features, etc.) were simulated based on video recordings of the area provided by the Navy.

Ten segments of this channel were implemented on the MIT Testbed, starting (inbound) at St. Mary's Entrance and terminating at Range "E", at the entrance to the harbor area.  Because transit of all ten segments was considered to take too long for one experimental run, all experiments with test subjects were performed using a sequence of five segments, beginning (inbound) with Range "A" and terminating approximately halfway through Range "C".  

In addition to simulated views of the simulated channel as seen from the "bridge", the HMD provided, at the subject's option, views of a computer-generated version of the chart and of a "course card" containing summary information for each channel leg.

The course card used in the experimental study is shown in Figure 3.  Each row of the course card pertains to one of the five experimental segments and is organized for inbound travel:  the first row provides information on Range "A", and the fifth row corresponds to Range "C".  The five columns provide the following information:

Course:  Direction of the centerline of this segment.

Dist:  Approximate length of this segment.

Range:
Whether or not the centerline of this segment is denoted by a pair of range markers and, if so, whether the range markers are located ahead (AHD) or astern (AST).

Navaids:  The landmark to use in deciding when to initiate the turn into the next segment.

Turn Brng:  The compass direction at which the landmark should be cited when the turn is initiated.

Course
Dist
Range
Navaids
Turn Brng

294
2240 yd
AHD
Light "A"
016

303
775 yd
---
Charlie Rear
255

334
810 yd
---
Charlie Front
225

350
1000 yd
AHD
Light "2"
223

004
2050 yd
AST
---
---

Figure 3.  tc "Course Card Used in Pilot Experiment "\c 
Course Card Used in Pilot Experiment 

The course card shows that navigating this portion of the channel required right turns of 9, 31, 16, and 14 degrees, in that order.  Two of the segments provided range markers located ahead, one provided range markers astern, and two segments had no corresponding range markers.

Two types of navigation aids are indicated.  Lights "A" and "2" are beacons that are intended for general navigational purposes, including aids for turn initiation.  "Charlie Rear" and "Charlie Front" are range markers (the rear and front markers for Range C) that serve primarily as visual cues for judging alignment with the channel centerline when in Range C, but also, in this case, as aids for turn initiation. 

Grammar for Spoken Communications

A subset of the spoken grammar recommended for submarine interior communications was used in this study.  Because the test subjects had no previous training in submarine operations, a minimal grammar was implemented to minimize the memory load on the subjects.  The automated speech recognizer was programmed to recognize the commands shown in Table 2.

Because all information was obtained via the HMD during the course of a simulated channel passage, all visual information had to be presented via computer graphics.  It was not practical for the subject to scan in the normal manner between visual scene cues and other visual information such as the chart or course card.  Such "scanning" was accomplished through verbal commands that controlled the information presented to the HMD.

Table 2 shows three categories of recognizable verbal commands: (1) control of the display environment, (2) speed control, and (3) course control.  The reader is referred to Appendix A (the Subjects' Handbook) for further details on the display environment and the associated commands.

Table 2.  tc "Allowable Commands"\c 
Allowable Commands

a)  Display Commands

Command
Intent
Negation

"BINOCULARS"
Simulate a power of 10 binocular view
"BINOCULARS"

"CROSS OUT n1,n2,n3"
cross out leg on course card
(None)

"CHART VIEW"
Replace the forward scene with a view of the chart
"SUB VIEW" 

"CHART BUOY n1,n2"

"CHART LEG n1,n2,n3" 

"CHART BUOY n1,n2"
Display a magnified view of the chart in the vicinity of the specified buoy
"SUB VIEW" 

"CHART BUOY n1,n2"

"CHART LEG n1,n2,n3"

"CHART LEG n1,n2,n3"
Display a magnified view of the chart in the vicinity of the specified leg
"SUB VIEW" 

"CHART BUOY n1,n2"

"CHART LEG n1,n2,n3"

"ZOOM"
Magnify (works for chart leg or chart buoy)
"ZOOM"

"COMPASS"
display gaze direction
"COMPASS"

b)  Speed Commands

Command
Intent

"ALL AHEAD ONE THIRD"
Command a speed of 4 kt.

"ALL AHEAD TWO THIRDS"
Command a speed of 8 kt.

"ALL AHEAD STANDARD"
Command a speed of 12 kt.

c)  Course Commands
Command
Intent

"STEER n1,n2,n3"
Achieve the desired compass heading

"LEFT (RIGHT) FULL RUDDER"
Adjust the rudder to 30 degrees left (right).

The speed commands specified the asymptotic forward speed (with respect to the water) when the rudder was centered.  Actual speed changes occurred over time to reflect the effects of damping and inertia.  Asymptotic speeds were less than those commanded when the boat was turning because of the increased drag imposed by the rudder deflection.

The "steer" command caused the boat to turn toward, and then regulate about, the commanded compass heading.  The automated helmsman continuously computed a desired rudder setting according to a second-order control algorithm (Levison, Pew, & Getty, 1994).  The magnitude of the rudder deflection was limited to fifteen degrees to simulate standard turning procedures.  The "full rudder" command was occasionally employed in emergency situations (e.g., to prevent imminent excursion from the defined channel).

Objective Performance Measures

The simulation program has the capability to compute the following summary statistics from the time histories of submarine location:

1.
Task completion time.

2.
Number of times the submarine runs aground during the trial.

3.
Fraction of time outside the channel boundaries.

4.
Fraction of time exceeding a specified criterion error.

5.
Mean path error.

6.
Standard deviation (sd) of the path error.

7.
Root mean squared (rms) path error.

The first three measures are computed for the trial as a whole; the remaining four are computed individually for each segment as well as for the entire trial.  Measures are based on the computed center of gravity (c.g.) of the boat and do not take account of the boat's alignment with the centerline.  Thus, provided the boat's c.g. is inside the channel boundaries, the boat is considered to be within bounds even if the bow or stern extends outside the boundaries.
To prevent the subjects from incurring a path-error penalty when turning normally from one channel segment into the next, performance scoring can be suspended for regions of a channel segment close to the junction of two adjacent segments.  This is accomplished by defining a "scoring segment" for each channel segment that begins and ends some specified distance from the junctions with adjacent segments.  Within-segment performance statistics are computed only when the submarine's c.g. is within the boundaries of the channel and between the ends of a scoring segment.  Except for computing the time outside the channel boundaries (computed for the trial overall -- not for each segment individually), time outside the channel is ignored for scoring purposes to avoid the ambiguity of assigning within-segment errors to a particular segment when the boat is not within a defined segment.

From Levison, W.H., Tenney, Y.J., Getty, D.J., and Pew, R.W.  (1995).  Research for virtual environment training and usability – year 2 (Final report on contract no. 94-C-0072). Cambridge, MA:  BBN Systems and Technologies, pp. 3-10.

25Pilot Experiment: Baseline Learning Curves

A pilot experiment was conducted to explore training times with respect to the task of navigating Kings Bay channel as described above, and to determine whether or not the task was sufficiently difficult as implemented to be likely to show the potential benefits of training aids in a subsequent formal experiment.  Because all test subjects were college students without experience in handling large ships of the type simulated in this study and no formal training in boat navigation or piloting, it was felt that the navigation task implemented without currents or other ship traffic would be suitably difficult, and the study was performed in this manner.

"Difficulty" was to be described in terms of training time as determined from exponential fits to the average learning curves for relevant performance metrics.  A training time of less than eight trials was considered to be too short to warrant a study of competing training methods, and the navigation task would have to be made more difficult (and more realistic) by adding additional features such as currents and/or traffic in future experiments.

Method 

Subjects.  The subjects were four MIT undergraduates, three males and a female, ranging in age from 17 to 21.  (A fifth subject dropped out because of an unrelated illness.)  None had been trained in boat navigation and piloting.  A Background Questionnaire revealed that only one subject had had substantial pleasure boating experience and was familiar with the "rules of the road."  A Motion Sickness History questionnaire revealed no particular susceptibility to motion sickness in any of the subjects. 

Experimental Variable.  In order to add some run-to-run variability in the task demand, each formal trial was initiated with the submarine offset laterally with respect to the centerline.  Offsets of 35 yards left, 40 yards left, 35 yards right, and 40 yards right were assigned in a random-appearing fashion.  The scoring segment for the first segment was delayed sufficiently for a trained subject to correct the path error in time to avoid a performance penalty.

Classroom Training.  Prior to the experiment, the subjects received one session of classroom training in small groups.  The training consisted of three parts.  First, subjects watched a video that explained the OOD task.  Second, they looked at pictures and diagrams in a handbook, while the experimenter read the accompanying explanations out loud.  Third, they practiced saying the OOD commands they had learned into the speech recognition system.  Subjects were free to spend additional time studying the handbook before leaving. 

Video.  The video, which was twenty-minutes long, was filmed at MIT using actual shots from the VR testbed and auditory output from the speech system.  After a brief introduction in which the narrator explains the purpose of the experiment, the film shows the actor donning the VR helmet and using the push-to-talk button.  The film continues with scenes from a simulated practice channel.  The narrator explains the use of charts, buoys, range markers, beacons, course card and the two compasses, as the actor brings them into view.  At the conclusion of the film, the actor demonstrates how to maneuver through the practice channel. 

Handbook.  The handbook serves as a review of the material presented in the film as well as an introduction to the commands the subject needs to learn.  Its 41 pages contain still photos taken from the simulation, diagrams, and tables.  Strategies for turning, controlling speed, and recovering  from a possible grounding are discussed in detail.  The topic of ocean currents, which was not relevant to this study, will be added to the Handbook in the future.  A copy of the Handbook is included in this report as Appendix A.

Speech Practice.  This exercise served two purposes-- to allow the subject to try out the speech system and to ensure that the commands had been learned.  The experimenter prompted the subject by describing a situation and then checked for the correct response.  

Experimental Procedures
Each subject participated in five sessions.  All but the first session was conducted individually.

Session 1.  Session 1 consisted of the classroom training, as described above.  In addition, subjects filled out three questionnaires:  a Consent Form, a Background Questionnaire concerned with their prior boating experience, and a Motion Sickness History, concerned with prior experiences with motion sickness.

Session 2.  Session 2 consisted of one run in the practice channel and the first of ten runs in the training channel (King's Bay).  In addition, three questionnaires were administered. Subjects filled out a Self-Assessment of Task Difficulty after every training run, on which they rated how much difficulty they had with fifteen different aspects of the task.  A Symptom Questionnaire was administered at the beginning and end of the session to check for motion sickness.  Finally, a Virtual Presence Questionnaire was administered at the end of the session to assess the impact and quality of the simulation.  Samples of the questionnaires are contained in Appendix B.

The practice run took place in the virtual practice channel.  Subjects were told that they would simply be practicing random maneuvers, not actually trying to navigate the channel.  The experimenter prompted the subject to carry out a variety of maneuvers, including one that gave the subject the experience of running aground. 

Prior to the first King's Bay run, the subject was introduced to the relevant charts and course card.  The experimenter pointed out the navigation aids on the chart and reviewed the procedures.

The formal part of the training commenced with the first King's Bay run.  Subjects completed this and subsequent runs without any input from the experimenter during the course of the trial.  The subjects were instructed to minimize the time outside a criterion error of 20 yards from the center line.  At the end of each trial, the subjects were told the time exceeding this criterion error and were shown a display of the submarine's track overlayed on a diagram of the channel.

Sessions 3-5.  The remaining sessions consisted of three runs each in Kings Bay Harbor, the training channel, for a total of 10 runs.  Each of these sessions began and ended with the Symptom Checklist.  The Self-Assessment Form was completed after each run.  The runs, which consisted of five legs and four turns, took 20-30 minutes each, depending on the speed at which the subject chose to navigate.  The subjects were given a rest period of about five minutes between trials, during which time they were afforded the opportunity to review the DMA chart of the Channel.

At the end of the experiment, subjects completed two forms.  The VR Presence Questionnaire was readministered to look for changes in the impact of the simulation over time.  Second, a Debriefing Form was given, asking subjects to rate their satisfaction with each element of the simulation and to describe their strategies.  In addition, two of the subjects completed an Instructional Design Questionnaire in which they evaluated the potential usefulness of possible artificial visual and auditory features that could  be added to the simulation for training purposes.

Experimental Results

Objective Measures.  As noted above, after each trial, the test subject was shown a playback of the submarine's track and as informed of the fraction of time outside the criterion error boundary of 20 yards.  These results are discussed first, followed by a review of other performance metrics related to the quality of path regulation.  We then discuss other measures that are more properly considered as potentially interesting indices of operator behavior rather than as measures of performance quality.
Sample Navigated Paths of the Submarine.  In Figure 4 we show a plan view of the channel, indicated by the dotted lines, and two sample paths of the submarine navigated by one of the four subjects (#3).  (A given integer is assigned consistently to the same subject in the series of analyses that follow).  A run through the channel begins at the lower right of the figure and proceeds upwards through the five segments shown.  The solid curve shows the path followed by the subject on the first run through the channel, including a grounding at the start of the third segment.  The dashed curve shows the path followed by the same subject on the final, tenth run through the channel.  The subject remained very close to the centerline throughout the run.

Percent Time More Than 20 Yards From Centerline.  In Figure 5A, we show the percent time that the submarine was more than 20 yards away from the centerline of the channel, for each subject.  Subjects 1 and 2 achieved an asymptote near 0% by the second run; subjects 3 and 4 achieved that level of performance by the fourth run.

In Figure 5B, we show the mean percent time beyond the 20 yard criterion, averaged across the four subjects.  Error bars around each data point indicate plus and minus one standard error of the mean (SEM).  We fit an exponential learning curve to the ten data points, shown by the dotted line in the figure.  An exponential learning curve fit to the data points has an estimated learning rate parameter of .73 and an asymptote of less than 1%.  The "learning rate" parameter measures the proportion by which the difference between the current and asymptotic values is reduced from one trial to the next.
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Figure 4.

Two examples of paths navigated through the channel by subject #3.  On run 1 (solid curve), the subject went out of the channel and aground entering a third segment.  The final, 10th run (dashed curve) was nearly perfect.
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Figure 5.

Percent time that the submarine was more than 20 yards from the centerline of the channel, as a function of run number.  (A) Plots for the four individual subjects.       (B) Mean percent time, averaged over the four subjects (solid curve) and the best fitting exponential learning curve (dotted curve).

Number of Times Run Aground.  Subjects were remarkably successful in avoiding running the submarine aground outside the channel.  Three of the four subjects (#’s 1, 3 and 4) went aground once during the 10 runs--always on the first run--and the fourth subject (#2) never went aground.

Percent Time Outside Channel Boundaries. As suggested by the fact that subjects almost never went aground, they also spent very little time outside the channel boundaries.  No subject was ever outside the channel boundaries beyond the 2nd run.  On the first two runs, the percent time outside the boundary was 2% and 0% for subject 1, 0% and 0% for subject 2, 14% and 21% for subject 3, and 3% and 8% for subject 4.

Standard Deviation of the Path Error.  The standard deviation (SD) of the path error measures the variability in the navigated path relative to the subject’s mean path.  Thus, a subject who navigated a course that was always a constant deviation from the centerline would have an SD of zero, even though there was always a path error.  In Figure 6A, we show the standard deviation of the path error over successive runs, for individual subjects.  For all four subjects, the SD decreased rapidly over the early runs, reaching an asymptote for subjects 1, 2 and 3 by the third run, and by the fifth run for subject 4. 
The mean SD of the path error, averaged over the four subjects, is shown in Figure 6B by the solid curve.  An exponential learning curve fit to the data points has an estimated learning rate parameter of .54 and an asymptotic value of 5.4 yards. 

Root Mean Squared Path Error.  A second way of looking at error in the navigated path is the root mean squared (RMS) path error.  This measures the average root mean squared deviation of the subject’s path from the channel centerline.  This measure would be zero for a subject only if he/she stayed on the channel centerline for the entire run.  The RMS path error is plotted for individual subjects in Figure 7A, as a function of run number.  As we observed above for the SD of the path error, the RMS path error decreased rapidly for all subjects for the first several trials, reaching an asymptote for subjects 1 and 2 by the third run, for subject 3 by the fourth run, and for subject 4 by the fifth run.

In Figure 7B, the solid curve shows the mean RMS error, averaged over the four subjects.  We fit an exponential learning curve to these data, obtaining an estimated learning rate parameter of .63 and an asymptotic RMS error of 7.1 yards.

Figure 6.
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Standard deviation of the path error (yards), as a function of run number. (A) Plots for the four individual subjects.  (B) Mean standard deviation, averaged over the four subjects (solid curve) and the best fitting exponential learning curve (dotted curve).
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Figure 7.

Root mean squared path error (yards), as a function of run number.  (A) Plots for the four individual subjects.  (B) Mean root mean squared path error, averaged over the four subjects (solid curve) and the best fitting exponential learning curve (dotted curve).
Total Time for Task Completion.  The total amount of time, in seconds, to complete a run is shown in Figure 8A as a function of successive run number, for each of the four subjects.  For subjects 1, 2 and 3, total time to run completion decreased over runs to an asymptote of about 900 seconds.  Subjects 1 and 2 reached this asymptote by run 4, while subject 3 reached the same asymptote by the 6th run.  Subject 4 showed a much slower rate of decrease in total time, which appeared to be continuing even at the end of the 10th run. Observed decreases in total run time resulted from subjects learning to command higher boat speeds for larger proportions of the run.  (The subjects were not instructed to minimize run time, nor were they informed of their times.)

The mean total time, averaged over the four subjects, is shown in Figure 8B by the solid curve, as a function of run number.  The estimated learning rate was .40 and the estimated asymptotic mean run time was 1001 seconds. 

Number of Speed Commands.  The number of speed commands issued during a run tended to decrease over runs, as shown for individual subjects in Figure 9A.  By run number 6, subjects 1, 2, and 3 frequently issued only a single speed command at the start of the run which was in effect for the entire run.  Subject 4 also showed a trend towards fewer speed commands as a function of run number, but was still issuing multiple commands at the last run of the study.

The mean number of speed commands, averaged over the four subjects, is shown by the solid curve in Figure 9B, with SEM error bars around each data point.  We fit an exponential learning curve to these data, obtaining an estimated learning rate of .33 and an estimated asymptote of 1.88 commands.

Number of Steering Commands.  The number of steering commands issued during a run are shown for individual subjects in Figure 10A.  It appears that there were fairly large individual differences across subjects in the number of issued commands, and that the number of commands remained fairly constant across all 10 runs for each subject.

This impression is further strengthened by the appearance of the solid curve in Figure 10B showing the mean number of steering commands, averaged across all four subjects.  An exponential learning curve fit to these data points has an estimated learning rate of .004—essentially no change over runs.  The average number of steering commands was about 15.  This is nine commands in excess of the minimal required number of six: one to head the submarine towards the centerline from its initial offset position, and then five commands to change the heading of the submarine to match the heading of the centerline of each of the following five channel segments.

Figure 8.

Total time (sec) to complete a run, as a function of run number.  (A) Plots for the four individual subjects, indicated by the numbers 1 to 4.  (B) Mean total time averaged over the four subjects (solid curve) and the best fitting exponential learning curve (dotted curve).  Error bars shown around each data point are plus and minus one standard error of the mean.[image: image8.jpg]+
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Figure 9. 

Number of speed commands issued during a run, as a function of run number (A) Plots for the four individual subjects.  (B) Mean number of speed commands, averaged over the sour subjects (solid curve) and the best fitting exponential learning curve (dotted curve). 
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Figure 10.

Number of steering commands issued during a run, as a function of run number.  (A) Plots for the four individual subjects (B) Mean number of steering commands, averaged over the four subjects (solid curve) and the best fitting exponential learning curve (dotted curve).

Number of Rudder Commands.  Three of the four subjects (#’s 1, 2 and 4) issued no rudder commands during the entire set of 10 runs.  The other subject (#3) issued 4 rudder commands altogether, 1 in the first run and 3 in the second run.  Subjects appeared to be much more likely to control boat direction, other than in emergency situations, by issuing steering commands to command a particular compass heading.

Analytically-Derived Learning Times.  It is clear from visual inspection of the learning curves presented above that the subjects achieved near-asymptotic performance in well under eight trials.  A formal, quantitative analysis of the learning curves supports this conclusion.

For purposes of this analysis, we define "training time" as the number of trials required to reduce the initial value of some relevant performance metric to within some criterion value of its asymptotic value, where "initial" and "asymptotic" values are obtained from the analytic learning curve obtained by fitting (in this case) an exponential curve to the across-subject average of performance versus run number.

Let:

Xi =
difference between the initial and asymptotic performance scores.

Xf = 
difference between criterion and asymptotic performance score.  

R =
learning rate, defined as the proportion by which the difference between the current score and its asymptotic value is reduced on each trial.

n =
Number of trials ("training time") to attain criterion performance.

From the exponential model we obtain:

Xf = (1.0-R)n Xi
Now, let Xf = f Xi, where "f" represents the remaining fraction of the initial score when we defined the subject to have been "trained".  For example, if f=0.1, we define the subject to be trained when the learning curve shows that the difference between the performance score and its asymptotic value is 10% of the difference between the initial and asymptotic value.  From these relationships, we obtain:

n = log(f)/ log(1.0-R)

Table 3 shows the training times for various measures for a criterion fraction of 0.1.  Derived training times were three trials or less for the fraction of time exceeding path error (the measure the subjects were instructed to minimize), and for the related performance measures of path error SD and RMS.  Training times in terms of task completion time and number of speed commands were under six trials.

Table 3.  tc "Analytically-Derived Training Times"\c 
Analytically-Derived Training Times
Performance Metric
Learning Rate
Training Time (Trials)

Fraction of time exceeding
path error criterion
0.73
1.8

Path error SD
0.54
3.0

Path error RMS
0.63
2.3

Task completion time
0.40
4.5

Number of speed commands
0.33
5.7

Subjective Measures.  Symptoms.  Subjects filled out the Symptom Questionnaire at the beginning as well as at the end of each session to control for any pre-existing symptoms. The results support informal observations which suggest that motion sickness was not a problem in the experiment.  Symptoms tended to decrease rather than increase during the sessions.  This trend was particularly evident on the first trial, in which 3 out of 4 subjects reported a range of symptoms on entering the experiment, but had far fewer symptoms by the end.  

While motion sickness per se was not a problem, two subjects reported new symptoms of  moderate or severe eyestrain and headache at the end of some sessions.  One subject, who experienced a headache during each of the five sessions, realized at the end that her problem was probably caused by too much jitter in the visual field.  The jitter disappeared and the subject felt better when the sensor height was adjusted.

Virtual Presence.  Responses to the Virtual Presence Questionnaire were tabulated  with respect to the four subscales defined by Witmer & Singer (1994).  These scales measure Control Responsiveness (how well or quickly the virtual environment responds to attempts to control or interact with it), Sensory Exploration (the degree to which the virtual environment permits active search and examination of objects), Involvement (the degree to which the participant is engaged in the task) and Interface Awareness (how natural the interface appears to be).  Average responses following Trial 1 were uniformly high on all subscales (between 5.4 and 5.6 on a 7 point scale).  Responses to the same Questionnaire after Trial 10 were similar (ranging from 5.7 to 6.0 across subscales). . . .

Conclusions

Because the analytically derived training times were consistently less than six trials, and less than three trials for performance metrics directly related to the quality of navigation performance, we concluded that this task would not be likely to demonstrate significant training benefits of instructional cuing in future experiments, even if such benefits are potentially realizable.

An informal study using two of the original test subjects suggests that training times will be substantially increased if the navigation task is made more difficult by including tidal currents commensurate with those found in Kings Bay Harbor.  Therefore, future simulations of the navigation task are expected to include the effects of current on ship motion as well as the visual scene cues (e.g., buoy wake) that may help the OOD estimate current strength and direction.  Subjective assessments indicate that the mechanization of the task is generally satisfactory and is not conducive to simulator sickness.  We are therefore encouraged to continue experimentation with similar navigation tasks using similar hardware and software configurations.  One should be careful not to generalize these conclusions to other tasks or other hardware configurations, as tasks inducing more frequent or rapid head motions, or displays providing wider fields of views have the potential to induce symptoms more severe than observed in this study.

From Levison, W.H., Tenney, Y.J., Getty, D.J., and Pew, R.W.  (1995).  Research for virtual environment training and usability – year 2 (Final report on contract no. 94-C-0072). Cambridge, MA:  BBN Systems and Technologies, pp. 10-26, 29-31.
26Modifications to the Simulation

Control of the Environment

Because a substantial fraction of our test subjects was enlisted personnel or officers not on an OOD track, the set of verbal control inputs taught to the subjects was reduced to the minimum adequate for good navigation.  We adopted this approach so that navigation performance would be minimally influenced by the cognitive load associated with memorizing the commands.  This minimal command set is shown in Table 3-1.

Most of the subjects were familiar with submarine communications in general and with OOD/Helmsman communications in particular.  A richer set of commands than shown in Table 3-1 was recognized by the simulation, and subjects familiar with these additional commands were allowed to use them.

Table 3-1  Command Set Taught to Subjects

a) Display Commands

Command
Intent
Negation

"SUB VIEW"
display normal harbor view
any other view

"BINOCULARS" or "BINOCS"
display binocular view
"BINOCULARS" or "BINOCS"

"COURSE CARD"
display course card
any other view

"CROSS OUT n1,n2,n3"
cross out leg on course card
"CROSS OUT n1,n2,n3"

"COMPASS"
superimpose compass showing boat heading
"COMPASS"

"CHART VIEW"
display chart view
any other view

"CHART BUOY n1,n2"
magnify chart at buoy
any other view

"CHART LEG n1,n2,n3"
magnify chart at leg
any other view

b) Speed Commands

Command
Intent

"ALL AHEAD TWO THIRDS"
Proceed at 8 kt

"ALL AHEAD STANDARD"
Proceed at 12 kt

"ALL AHEAD FULL"
Proceed at 16 kt

c) Rudder Commands

Command
Effect

"COME RIGHT"
Rudder 5 degrees right

"COME LEFT"
Rudder 5 degrees left

"RIGHT FIFTEEN DEGREES RUDDER"
Rudder 15 degrees right

"LEFT FIFTEEN DEGREES RUDDER"
Rudder 15 degrees left

"RIGHT FULL RUDDER"
Rudder 30 degrees right

"LEFT FULL RUDDER"
Rudder 30 degrees left

d) Course Commands

Command
Intent

"STEER n1,n2,n3"
Achieve the specified heading

As in the previous study, all visual input was provided via the HMD worn by the subject for the duration of a simulation trial, and all control of the visual environment was accomplished by head movement and verbal command.

Display Commands.

The following "views" were available.

"Sub View"
Display a perspective view of the visual scene as observed from the "bridge" located in the sail of the submarine.  This was the only view dependent on head position and orientation.

"Course Card"
Provide an image of the course card via the HMD.  This and all other views described below filled the subject's field of view (FOV) and remained stationary within the FOV.

"Chart View" 
Provide an electronic representation of the channel "chart", showing the channel boundaries and the locations of channel buoys, range markers, and (where applicable) other navigation aids such as beacons.

"Chart Buoy"
Magnify the electronic chart and center it about the buoy specified in the command.

"Chart Leg"
Magnify the electronic chart and center it about the channel leg specified in the command, where the leg was specified by its compass direction as indicated on the chart and course card.

Any of these views was negated by specifying another view, and the views could be specified in any sequence.  For example, the subject could directly transition from the Sub View to the Chart Leg View without first calling up the (unmagnified) Chart View.

The set of display commands also included the following "toggles"; i.e., modifications to the visual environment that were negated by repeating the command:

"Binoculars"
Display a simulated binocular view 10X power (and corresponding reduction in FOV).  Relevant to Sub View only.

"Compass"
Display a compass rose in which a 360-degree scale is rotated about a stationary icon representing the current heading of the submarine.  Relevant to Sub View only.

"Cross Out"
Draw a line through the row on the course card corresponding to the specified leg.  Repeating the command with the same leg number removes this line.  The command is operative whether or not the Course Card view is being displayed.

Speed Commands.

Table 3-1b shows the three speed commands taught to the subject.  The simulation also recognized the commands "ALL AHEAD ONE THIRD" (proceed at 4 kt -- never used by the subjects), and "ALL AHEAD FLANK" (proceed at 20 kt -- also never used by the subjects).

The set of rudder commands shown in Table 3-1c was deemed sufficient to achieve good navigation performance.  Other rudder commands recognized by the simulation included:

· "Rudder Amidships" (center the rudder).

· Rudder angles of 5, 10 and 20 degrees.

· "Right (left) Hard Rudder" (deflect the rudder 35 degrees).

All of these commands were used (but not by all subjects) during the course of the experiment.

The subjects were encouraged to follow a rudder command with a command indicating the desired ultimate course heading of the submarine.  (Likewise, they were encouraged to always precede a course command with a rudder command.)  Only the "Steer" command shown in Table 3-1d was taught to the subjects during classroom instruction.  Nevertheless, many subjects experienced with submarine navigation were familiar with alternate expressions of the course command and tended to use these pre-learned commands if recognized by the simulation.  Allowable alternatives included:

· "Steady on ..."

· "Steady on course ..."

· "Steady course ..."

· "Steer course ..."

Display Environment

The following changes were made to the visual and auditory display environment to provide a better representation of the simulated information environment under standard ("control") conditions.  

Physical Orientation.  From the bridge of a real submarine, it is relatively easy for the OOD to determine the direction in which the boat is pointing (i.e., know where the front of the boat is).  In the reduced environment provided by the HMD (especially the limited field of view), it is easy for the OOD to become disoriented in the sense of not knowing the relationship between where he (the OOD) is looking and the direction in which the boat is pointing.

To compensate for the impoverished orientation information, the following objects were added to the simulation:

· A knob was placed in the center of the front rail of the physical mockup of the bridge so that if the subject centered himself with respect to the knob and faced forward (i.e., in a direction perpendicular to the front rail), he would be looking in the same direction as the boat was pointing.

· An image of a "prow" was added to the graphical image of the front of the submarine to reduce the amount by which the subject would have to look down to obtain a direct visual indication of the front of the boat.

Scaled Range Markers.  Because of the resolution limitations of the HMD, the ability to discern a given angular separation between range markers with the naked eye was substantially reduced over what would have been possible in a real-world situation.  To compensate partially for this loss of visual fidelity, particularly at a distance of 1-2 nautical miles, where the range marker separation should have been visible but was not, the following algorithm was applied (see Pfautz, 1966 for validation of this technique).  For distances of less than a mile, no scaling factor was applied.  Starting at one nautical mile, and culminating at two miles, the height of the range marker base (but not the board) was gradually increased to a maximum of twice the actual height.  Because detectability becomes difficult in the real world after two miles, the scaling factor was not increased further for distances beyond two miles.  A similar algorithm had already been used for improving the visibility of the  buoys in the previous study.

Compass.  In the previous study, the "sub view" included a digital readout showing the instantaneous heading of the boat.  SME's subsequently commented that this readout was unrealistically precise, and that the instrumentation provided to the OOD on the bridge included a compass located in the instrument "suitcase" that typically had a five-degree accuracy.  Consequently, the digital readout was replaced by an image of an analog compass rose rotating about a fixed icon representing the direction of the front of the boat as described above.  This image was located in the lower center of the FOV, independent of the subject's head position and orientation, and was visible only as part of the Sub View and, then, only when requested by a "compass" command.

Record of OOD Commands.  Because the test subject could not physically record his commands to the helmsman on a windscreen as is often done in practice, digital readouts of the most recent heading and speed commands were shown near the bottom of the FOV, to the left (heading) and right (speed) of the visual center.  These readouts were presented in the Sub View only and were fixed within the FOV.

Course Card Viewing.  The course card was viewed by giving an appropriate verbal command as discussed above.  Unlike the preceding study, the course card was not brought into view by looking down.

Automated Navigator.  When submarines are navigated through harbors in the real world, the OOD is continually being advised by the Navigator concerning path errors, recommended headings, and the imminence of turns.  Because the focus of this study is to train the OOD to navigate by "seaman's eye", navigator inputs had been absent from the simulation prior to this study.  For reasons discussed below, turn advisories were provided for the formal experiment.

In the previous study, the subjects were instructed to use simulated "beacons" and other objects as aids for deciding when to initiate a turn.  The course card showed the bearing at which a particular aid would be located when it was time to initiate the turn, and the binocular view contained (at the subject's option) a digital readout of the subject's direction of gaze to simulate sighting the nav aid with an alidade.  SME's subsequently noted that binoculars with built-in compasses were not standard issue, and that it was more realistic to have a navigator provide information relevant to upcoming turns.

For this study phase, an automated navigator was implemented to provide verbal notification to the OOD when the boat was 1000 (for channel legs at least that long), 500, 400, 300, 200, and 100 yards from turn, as well as when it was time to initiate the turn.  In order to prevent the subject from simply initiating the turn when he heard the alert "Mark Turn", the navigator's advice did not take account of either off-center position or currents, both of which influence the point at which the turn should be initiated.  Thus, these auditory alerts provided only rough guidance as to the proper turn point, and the OOD had to rely on situation awareness and knowledge of currents to make proper turns.

More Efficient Communication.  As in the preceding pilot study, the simulated response of the helmsman was provided to the subject through earphones.  In the revised simulation, however, the OOD could initiate a command while the auditory response from the previous command was still in progress, thus virtually eliminating the waiting period between successive commands.  It was also possible in this study to issue rudder and steering commands as a single compound command (e.g., COME RIGHT, STEER TWO ZERO FIVE) as opposed to having to issue two distinct commands requiring that the push-to-talk button be released between commands.

Channels 

Except for a few initial practice runs to provide some experience in boat handling, the simulation trials were conducted in the presence of simulated currents.  The "training" trials were conducted with two-legged artificial channels, and the "transfer" trials were conducted with an approximate representation of the mid portion of King's Bay Harbor.

Training Channels.

Eleven artificial training channels, having two legs each, were added to the simulation.  Three channels were used to allow the subject to gain experience in boat handling in the absence of currents.  The remaining eight channels included currents and were considered as the formal "training channels"  These channels were constructed with turns of 10, 20 or 30 degrees, and the channel legs ranged in length from 1700 to 2600 yards.  The currents ranged from 1.5 to 4 kt, and the relative offset was always 12 degrees in the first leg and either 8 or 16 degrees in the second leg.  

Revised King's Bay Harbor.

Five legs of King's Bay Harbor were used as the transfer test.  All King's Bay trials were run with a simulated flood current, with the magnitude ("drift") and the direction ("set") of current changing from leg to leg.  Drift and set were constant within a leg.  The magnitude was based on the maximum flood current indicated in the tide tables, with the current ranging from about 4 kt in the first experimental leg to 2.5 kt in the final (fifth) experimental leg.  The set was estimated from an inspection of the geometry of the channel as observed from a DMA chart of King's Bay.

Table 3-2 shows the parameters of the currents for the five experimental legs (top to bottom as the boat proceeds inbound).  Drift is shown in the first column, the second column shows the set of the current relative to the direction of the channel, and the third column shows the component of current normal to the desired path of the boat.  A relative set of zero corresponds to a current flowing in the same direction as a boat proceeding down the center of the leg.  A positive relative set indicates a current tending to push the boat to the right.  As shown in Table 3-2, the current consistently tended to push the boat to the left.

Table 3-2  King's Bay Currents
Drift (KT)
Relative
Set (DEG)
Normal
Component (kt)

3.9
-14
-0.9

3.9
-8
-0.5

3.9
-24
-1.6

3.2
-15
-0.8

2.5
-4
-0.2

In addition to the inclusion of currents, the representation of King's Bay Harbor used in this study differed from that used in the previous study in that range markers were added to two legs that previously had none.  This reflects the real-world situation, because range markers were added to these legs of the actual King's Bay Harbor since the conduct of the pilot study.

In the actual harbor, these markers are located so that they would appear ahead to an inbound submarine.  For the five legs used in this study, the first four legs show the range markers ahead to inbound traffic, with the fifth leg providing range markers astern.  To increase the variety for purposes of the study, the range markers for the third leg were placed astern.

From Tenney, Y.J., Levison, W.H., Getty, D.J., and Pew, R.W.  (1996).  Training effectiveness study of the officer of the deck task – VETT year 3. (Final report on contract no. 95-C-0063). Cambridge, MA: BBN Systems and Technologies, pp. 7-15.
27Training Hypotheses   

The primary goal of the experimental study conducted during this program phase was to explore the training benefits of "instructional cues"; i.e., cues that are not present in the real world but might be beneficial in the simulation environment for training purposes.

Table 3-3 lists the instructional interventions that were initially considered as candidates for this study.  A small subset of these cues (indicated by single asterisks) was explored in the preliminary work , and a smaller subset (indicated by double asterisks) was explored in the formal experiment.  The final selection of cues was based in part on the evaluations provided by two senior offices from the Submarine School at Groton, CT.

We first discuss the cues that were eliminated during the preliminary study, and then the cues formally studied.

Table 3-3.  Candidate Instructional Cues
Feature Location:

Name/highlight features.*


Chart/world locator.

Visual Orientation (Self-Location):

Add centerline to visual scene.**


Add channel boundaries.*


Add channel segments.*


Show trace of boat's path on chart.

Ship Handling (No Currents):

Provide joystick control (bypass speech loop).


Navigate specific course patterns.

Ship Handling with Currents:

Show current flow (arrows in water).*


Show direction of movement (ghost bow).**

Task Management:

Prompts indicating priority tasks.


Sequential build-up (subtasks automated).


*   Explored in preliminary work.

** Addressed in present experiment.

Cues Explored in Preliminary Work

Channel Boundaries.  Channel boundaries were shown as white lines.  These cues were eliminated from formal consideration because they made the buoys difficult to see.

Channel Segments.  White lines delimiting the individual channel segments (legs) were explored.  These lines ran transversely across the channel, connecting the intersection of adjacent channel boundaries on the right to the corresponding intersection on the left, and made the bends in the channel more visible.  This cue was eliminated when it was discovered that they were sometimes difficult to distinguish from the channel boundaries when viewed from the perspective of the OOD's station.

Show Current Flow.  One of the goals of the training interventions was to help the subject develop a mental model of the effects of the currents on the motion of the submarine.  We felt that this model-building effort would be facilitated by the explicit display of vectors indicating the direction of current flow.  This visual cue was implemented as a series of arrows spaced at regular intervals  and lying within the channel boundaries.

As was the case with the channel segments, this cue was found difficult to interpret when viewed from the perspective of the OOD's station, particularly given the limited resolution of the HMD, and was eliminated from consideration prior to the formal experiment.

Highlight Features (Flashing Buoys).  Because of the resolution limitations of the HMD and the color distortion of the rendering of some of the channel buoys, we felt that it would be helpful to the subject to flash the buoys both to enhance identification of the buoys and to enhance perception of the bend in the channel.  All buoys were flashed simultaneously with a duty cycle of 1 seconds on and 0.25 seconds off.  After evaluation by the SME's, this cue was considered not to enhance the informational environment and was discontinued.

Cues Addressed in the Experiment

Two instructional cues were explored in the experiment: explicit display of the channel centerline and a vector (the "ghost bow") showing the movement of the boat.  As discussed in Chapter 4, these cues were displayed only to half the test subjects (the "experimental group") and, for these subjects, only one-third of the time when navigating the practice channels.  They were not present during the King's Bay trials.

Ghost Bow.  Having a good knowledge (or "mental model") of how currents influence the direction of ship travel should enhance the OOD's ability to handle the submarine in the presence of currents.  As an aid to constructing this mental model, we implemented an explicit visual indication of the boat's movement vector.  We refer to this vector as a "ghost bow" because it was presented visually as an extension to the boat, emanating from a point under the bridge and pointing in the direction of the boat's track with respect to the harbor bottom.

The ghost bow appeared as follows:

· When the boat was proceeding straight ahead in the absence of currents, the ghost bow coincided with the representation of the actual bow.

· The ghost bow always pointed in the actual direction the boat was moving.  Thus, in the presence of currents, the direction indicated by the ghost bow was the vector sum of the ship's motion independent of the current and the motion due to the current alone.  A sketch of this situation is shown in Figure 3-1.  The black arrow represents the prow of the boat and the striped arrow represents the ghost bow.




Figure 3-1.  Sketch of the ghost bow

· When the rudder was applied to initiate a right turn, for example, the ghost bow would initially swing to the left to reflect the "kick" (i.e., sideslip of the submarine in a direction opposite to that of the turn), after which it would swing to the right and indicate the new track.

Channel Centerline.  Broken white lines were used to designate the centers of the two legs of the practice channels.  We assumed that the centerline, in combination with the "ghost bow", would provide a strong performance aid (i.e., improve performance when the cues was present) by explicitly showing the subject when the submarine was traveling down the center of the channel.  The goal of the experiment was to determine whether these cues would also serve as a training aid by leading to enhanced performance in the absence of such interventions.
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28Training Objective

The training objective was to improve the ability of the trainee to handle currents.  Discussions with Navy personnel on what is difficult about the harbor navigation task repeatedly pointed to the problem of handling currents.  A captain, who had recently navigated a harbor for the first time and was asked what was challenging about it, answered "the currents."  Interviews with a harbor pilot employed by the Navy indicated that much of the advice he gives the commander has to do with currents.  Watching subjects deal with currents in the simulation in a preliminary study revealed some real problems.  (Until currents were added, no subject had ever hit a buoy!)  For all of these reasons, finding ways to improve a trainee's ability to handle currents was adopted as the training objective for the proposed experiment.  

Trainees were expected to master the following learning goals:

· Attend to the relevant information for currents.  Trainees should be able to judge the strength and direction of the currents from observing the rate of separation of the range markers and noting the direction and length of the buoy wake.  In addition they should be able to understand the effects of ebb, flood, and slack tides on currents.

· Adopt a suitable mental model.  Navigating with currents is difficult partly because it is easy to have a number of misconceptions.  One is a tendency to assume that the boat is moving in the direction in which it is pointing just as it does in the case of no currents.  The mental model the student needs to adopt involves visualizing the actual "crabbing" path of the boat.  Staying aware of the boat's direction can be facilitated by imagining the bow of the boat to be to the left or right of its actual location, in line with the direction of motion.  Failure to keep this "effective bow" in mind can result in confusion over the location of navigation aids.  For example, a pair of buoys marking the channel boundaries will appear symmetrical about the "effective bow," when the boat is traveling on the center line.  If attention is focused instead on the actual bow, both buoys may appear to be located to one side of the boat and the boat may appear to be approaching the opposite channel boundary.  A "full rudder" adjustment in that case could  put the boat into jeopardy.

· Another possible misconception is to assume that the effect of the current can be controlled through local adjustments.  This misconception arises from a failure to understand vectors.  It results in a tendency to continually realign the markers, reorient the boat back in the direction of the channel, and then wait for the range markers to separate again.  This local strategy, aside from being exhausting, produces an undesirable zig-zag path.  The solution is to point the boat in a direction that will compensate for the current. 

· The model the trainee needs to acquire requires differentiation of the boat's direction of movement from its pointing direction and an awareness that the boat's direction of movement is a vector sum of the current vector and the ship vector.  In other words, if the current is moving in a given direction at a given speed and the ship is pointing in a given direction at a particular speed with respect to the water, the actual direction and speed of the boat over ground is the vector sum of the two directions and speeds.

· Develop a "seaman's eye" for course correction and planning in currents.  The trainee should be able to exercise independent judgment about path corrections and  the correct timing of turns based on visual information and prior knowledge about currents.  Although the OOD is supported by a team that consists of lookouts, a junior OOD, a commanding officer, a harbor pilot, and a team of navigators, he must be able to reject or do without their advice if necessary.  The ability to navigate by eye--by observing range markers and buoys, indications of current, and impending traffic-- is referred to by maritime personnel as "seaman's eye."  While the term encompasses a range of perceptual skills, the objective in this experiment is to foster those aspects of the "seaman's eye" that are relevant to navigating a harbor without traffic and without docking.
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29EXPERIMENTAL DESIGN

The experimental design called for a Cues Group who received visual enhancements on one third of the practice trials and a No Cues group who never received visual enhancements (see Table 4-1).  As shown in the table, in the training portion of the experiment, subjects in both groups received practice on eight channels with currents.  (The magnitude and direction of the current was always the same in a particular channel, but varied across channels.)  Subjects had three consecutive trials with each channel, for a total of twenty-four trials.  In the No Cues group, the visual enhancements, or cues, were never present.  In the Cues Group, they were present on the middle trial of the three trials with each channel.  In other words, the Cues Group first had a chance to try the channel without any artificial aids, then with the aids, and then without again. 

Table 4-1.  Experiment Design

Channel
Trials
No Cues Group
Cues Group

1
1-3
n,n,n
n,y,n

2
4-6
n,n,n
n,y,n

3
7-9
n,n,n
n,y,n

4
10-12
n,n,n
n,y,n

5
13-15
n,n,n
n,y,n

6
16-18
n,n,n
n,y,n

7
19-21
n,n,n
n,y,n

8
22-24
n,n,n
n,y,n

n = no        y = yes   present during trial

The advantages of this design are that improvement from Trial 1 to 3 (averaged across channels) could be assessed in the Cues Group compared to in the No Cues Group, as a measure of specific-channel learning.  To measure general learning, or near transfer, the average performance on Trial 1 in the first half of the experiment (Day 1) could be compared to the average performance on Trial 1 in the second half of the experiment (Day 2), for the two groups.

The eight practice channels with currents were designed so that the first four channels would be of equivalent difficulty to the last four.  The features of the channels that were counterbalanced, so far as possible, were: orientation of first leg, length of leg, degree of bend, direction of travel (inbound vs. outbound), strength of current, current pattern (e.g., boat traveling with/against current; current pushing boat toward inside/outside boundary of channel), change in current direction from first to second leg, range marker location (front, rear), and range marker distance. 

Subjects

Sixteen subjects were tested:  eight in the Cues Group and eight in the No Cues.  They were assigned to a group in the order they arrived at the laboratory.  (The first pair was designated Cues, the next group No Cues, etc.).  The first pair had to be replaced with another because of equipment failures.

The subjects were from the Naval Submarine School in Groton, Connecticut, but were not on an OOD track.  They were either instructors in other areas or were electronics technicians. Fourteen were enlisted men; two were officers.

The characteristics of the subjects in the Cues and No Cues Group are shown in Table 4-2.  As shown in the table, the Cues Group was more likely to have had experience on a piloting team and, perhaps as a result, claimed to be more familiar with OOD commands and with currents.  This greater familiarity with the task, however, proved to have a negligible effect on their performance, as will be seen in the results section.  

Table 4-2.  Subjects


Experimental

(N=8)
Control 

(N=8)

Average Age
32.5
29.1

Experience on piloting team

(Nav., Lookout, Plotter, etc.)
75%
37.5%

Experience with Pleasure Boat
75%
75%

Familiarity with OOD Commands

(1-5, 5 = very familiar)
4.5
3.3

Familiarity with Currents

(1-5, 5 = very familiar)
3.5
2.2

Experimental Procedure

Each subject's participation in the experiment took place over two days (see Table 4-3).  Subjects arrived at the laboratory on the first day in pairs.  The advantage of having two subjects for two days (rather than one subject at a time), was that  one subject could be in the HMD, while the other was resting.  In this way, a subject always had a twenty-minute session followed by a 20-minute break.  With this procedure, subjects experienced only minor physical symptoms (see Results section).

Subjects filled out a background questionnaire and a motion sickness history questionnaire at the beginning of the first session as part of a general screening.  Subjects then filled out a motion sickness symptom checklist (Kennedy, Lane, Berbaum, & Lilienthal, 1993) as a baseline measure, to be repeated at the end of Day 1 and at the beginning and end of Day 2.  (Questionnaires are reprinted in Levison, et al., 1995).

Table 4-3.  Experimental Procedure 

Day 1
Background

Questionnaire
10 minutes
--

Day 1
Motion Sickness

Symptom Checklist

(pre- and post)
5 minutes
--

Day 1
Familiarization with 

simulation and task
1 hour (15 min. is

in simulator)
--

Day 1
Pre-Training

(with currents)

on 2 legs
21 min. in 

simulator
3 trials

Day 1 (1-1/3 hour)

Day 2 (1-1/3 hour)
Train Currents

on 2 legs
2 hours + 40 min.

in simulator
24 trials

(8 channels x 3)

Day 2
Transfer:  King's Bay

with Currents on 5

legs
40 min. in simulator
2 trials

Day 2
SA Metrics
35 min in simulator
17 trials

Next, subjects were given classroom instruction in how to perform the OOD task.  After viewing an introductory video, which showed scenes from the simulation, subjects looked at a series of photographs and diagrams, while the experimenter read explanatory material out loud.  The topics covered included visual information important for the task and navigation strategies.  Subjects were also drilled on the commands for altering the visual display and the relevant OOD vocabulary (see Table 3-1). Afterwards, subjects practiced saying the commands into the speech system and familiarized themselves with the HMD.

A prefamiliarization stage followed in which subjects practiced navigating three channels without currents.  Each trial began with a top-down (map) display of the channel in the HMD.  When the subject was ready, he was switched to the harbor view, with the submarine already in motion.  Each trial ended with a trace of the subject's path superimposed on the top-down display.

An additional classroom instructional phase followed, concerned with strategies for handling currents.  Subjects viewed additional photographs and diagrams, while the experimenter read explanations out loud.  Topics covered included the available visual information for currents and navigation strategies.  Subjects in both groups received this instruction.  In addition, subjects in the Cues Group only were shown photographs of the visual enhancements and were read an accompanying explanation.  They were told that they would see the cues on the second of the three trials for each training channel.  

The experiment proper began with the eight two-legged training channels with currents. Each subject received either the Cues or No Cues treatment. This phase continued through the morning of the second day.

The second afternoon consisted of the transfer phase in which each subject completed two identical trials of King's Bay, which consisted of five legs with currents (see Section 3.3.2).

Following the King's Bay trials, subjects were given a Situation Awareness (SA) test that consisted of short scenes, for which they had to answer questions.  This test was an exploratory effort to assess the perceptual skills that were deemed important to successful performance on the OOD task.  The subject was asked to imagine that he was standing on the bridge with the OOD, observing his performance.  His task was to try to answer a specific question about the boat's course after watching the OOD's maneuvers.  During the trial, the subject could see the scene from the bridge and hear the OOD issuing commands, but could not issue any commands that would alter the course of the boat.  (He was, however, allowed to call up the binoculars, chart, and course card.)  The question was posed by the speech system at the beginning of the trial.  At the end of the trial, the subject gave a one-word answer into the speech system.  There were three parts to the SA test, each consisting of a different question (see Table 4-4).

The final phase of the experiment consisted of three questionnaires:  A repeat of the Symptom Checklist, a Debriefing Questionnaire which asked subjects to evaluate features of the system, and a Virtual Presence Questionnaire (Witmer & Singer, 1994) designed to measure how immersed the subject felt in the virtual world.

Table 4-4.  Procedure for Situation Awareness Test
After observing the OOD give a course correction in currents:  

Will the boat's course remain parallel to the centerline?  (7 trials)

After observing the boat travel in the direction of a buoy in current:  

Will the buoy pass on the left or the right side of the boat?  (5 trials)

After observing the OOD give a turn command in currents:  

When the turn is completed, will the boat be in the center of the channel heading down the center of the leg?  (5 trials)

At the completion of each trial the subject was shown a playback of the trace of the boat's path along with the channel boundaries and centerline.  The view was top down and non-perspective, and the traces were provided instantaneously in their entirety, rather than as a fast-time re-creation of the simulation.  The subject was told to note any deviation of the submarine's path from the channel centerline.  No other performance feedback was provided to the subject.
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Navigation Performance

Performance Metrics. Two post-experiment performance metrics were computed:  (1) rms deviation of the boat’s path from the channel centerline, and (2) the number of “groundings” of the boat per trial.  These measures were defined as follows:
RMS Error.  Root-mean-square (rms) error was computed separately for each channel leg and for the channel as a whole, where “error” was defined as the distance in yards of the boat’s location from the channel centerline.  The computation for a given leg was based on accumulated error and squared error scores for that leg.  The computation for the channel as a whole was based on the error and squared error scores accumulated over the entire channel.

Number of Groundings.  The number of times that the submarine “grounded” per trial was recorded.  A grounding was considered to have occurred whenever the boat exceeded the channel boundaries.  Whenever a grounding occurred, the boat was placed back in the center of the channel leg in which the boat had been located prior to grounding, and the simulation continued.  It was thus possible for the subject to run aground more than once during a simulation trial.  Because of the subsequent re-centering of the sub, grounding the boat tended to reduce the rms error score over what it would likely have been had the submarine not run aground.

Training on Practice Channels.

RMS Error Performance.The rms error performance of subjects during training on the 8 practice two-leg channels is shown in Figure 4-1.  The figure plots the rms error, averaged across the 8 subjects in each group, as a function of successive runs within the set of three given for each practice channel.  Separate curves are shown for the experimental and control groups, and for Day 1 (averaged over practice channels 1 to 4) and Day 2 (averaged over practice channels 5 to 8).  Overall, measured rms error is slightly higher for the experimental group of subjects than for the control group.
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Figure 4-1.  RMS error performance during training on practice channels
An analysis-of-variance was conducted on the rms error scores.  The repeated measures model included Group as a between-subjects factor, and Day and Run as within-subjects factors.  The results of the analysis are shown in Table 4-5.  The difference between the rms error scores of the experimental and control groups is not significant (p=.64).  But, the difference between rms scores on Day 1 and Day 2 is marginally significant (p=.06), and differences across the three runs for each channel are highly significant (p<.001).  Also, there are significant differences in performance across subjects (p=.02).

Several observations can be made based on these analyses.  The first is that performance improves over the three repeated runs with the same channel (p<.001); that is, mean rms error is seen to steadily decrease over the three runs (with the exception of the experimental group on run 3 for Day 1, which we discuss below).  
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Table 4-5.  Analysis of Variance of Training RMS Error Scores
A second result is that learning about currents transfers to better performance with new, unseen channels.  This is deduced from the observation that mean rms error on the first run with a new channel is lower on Day 2 than it is on Day 1, for both control and experimental groups.

A third result is that the two instructional cues that were provided to the experimental group on Run 2 for each practice channel do not appear to have provided any performance aiding relative to that of the control group.  Rms error on Run 2, when the cue was present for the experimental group, is lower for the experimental group than for the control group on Day 1, but is higher on Day 2.

Moreover, the two cues apparently did not aid in the learning of a specific practice channel.  In fact, on Day 1 the rms error for the experimental group increased slightly on Run 3 relative to Run 2; for the control group rms error systematically decreased over the three runs.  This counterintuitive effect for the experimental group was not present on Day 2, but learning was not enhanced relative to the control group.

Finally, the instructional aids did not seem to aid transfer of learning to new practice channels.  The improvement on the first run of a new channel from Day 1 to Day 2 was no larger for the experimental group than for the control group.

Number of Groundings.  The mean number of runs, out of a total of 12 (4 practice channels per day x 3 runs per channel) on which one or more groundings occurred is shown in Figure 4-2 as a function of Day, separately for the two groups.  Both groups show an improvement over the two days, with fewer groundings occurring on Day 2.  However, the amount of improvement is slightly larger for the control group compared to the experimental group.
King’s Bay Runs.  

Navigated Paths. The path navigated by a typical subject through the 5 legs of the King’s Bay channel are shown for the two successive runs in Figure 4-3.  The effect of the current was to push the boat towards the left side of the channel as the boat proceeded from the bottom of the figure towards the top.  As can be seen in the figure, on the first run the average subject did not adequately account for the current and was near the left boundary of the channel for much of the run.  Performance improved on the second run, with the boat much closer to the centerline of the channel throughout the run.



Figure 4-2.  Number of runs with one or more groundings
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Figure 4-3.  Two successive King's Bay runs for a typical subject
RMS Error Performance.  The mean rms error is shown for each of the two runs of King’s Bay in Figure 4-4, separately for the two groups.  The magnitude of the rms error during these runs is nearly twice as large as that observed for the practice channels probably because the strength of the current on the King's Bay trials was greater than that of the average current in the training trials. 


Figure 4-4.  RMS error on 2 King's Bay runs
An analysis-of-variance was conducted on the rms error scores.  The repeated measures model included Group as a between-subjects factor and Run as a within-subjects factor.  Results of this analysis are shown in Table 4-6.  The improvement in rms error observed over the two runs is marginally significant (p=.10).  There is no significant difference between experimental and control groups (p=.91).  Again, there is a significant difference in performance among subjects (p=.001).

Based on these analyses, we observe that a subject’s performance does improve over the two runs on King’s Bay.  But, there does not appear to be any significant impact of the training with instructional cues in improving transfer performance of the experimental group relative to that of the control group.

Table 4-6. Analysis of Variance of King's Bay RMS Error Scores
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Number of Groundings.  In Figure 4-5, we show the number of subjects, out of the total of 8 in each group, who successfully completed each of the two runs of King’s Bay without grounding the boat.  On the first run, half of the subjects in each group succeeded in navigating the channel while the other half grounded the boat at least once.  Both groups showed slight improvement on the second run, with 5 of the control group subjects and 6 of the experimental group completing the run without grounding.
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Figure 4-5.  Number of subjects with successful King's Bay runs 

Situation Awareness.

Each of the three phases of the Situation Awareness Test was scored separately.  The average percent correct on each phase is shown in Figure 4-6 for the Cues and No Cues groups.  It is clear from the figure that the No Cues group performed similarly to the Cues group and did not benefit from the cues in terms of  improved situation awareness.  The results support the lack of group differences found on the navigation performance measures.  

In the absence of a situation awareness pre-test, it is difficult to judge whether experience in the simulation per se improved subject's situation awareness.  In the future, it would be helpful to assess situation awareness performance at various points in the experiment.
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Figure 4-6.  Average score on situation awareness test for Cues and No Cues Group
Two of the three question types elicited responses, from both groups, that appeared to be above chance, suggesting that they were of the appropriate difficulty.  The question concerning the turn appeared to be too difficult and should either be revised or eliminated from future versions of the test.

A question that arose in connection with the Situation Awareness Test was to what extent the test was drawing upon perceptual skills as opposed to general knowledge about the kinds of path corrections that are likely to work.  To answer this question, it would be necessary to observe performance on the test with the HMD display either available or unavailable (beyond an initial glimpse of the situation).  To the extent that performance is improved by actually seeing the results of the command, the test is tapping a dynamic perceptual skill.  To the extent that the visual display is superfluous, the test is tapping a more intellectual skill.  Both kinds of skill may contribute to the abilities of the experienced OOD.  Novice-expert comparisons on both visual and non-visual versions of the SA test would help to clarify what it is that develops with experience.

Subjective Response.

Symptoms.  Subjects reported on their symptoms at the beginning and end of each of the two days.  Table 4-7 shows the number of symptoms reported at the end of the second day.  As seen in the table, subjects reported no severe symptoms and only two moderate symptoms:  eyestrain and headache.  These results suggest that alternating twenty minutes of helmet time with twenty minutes of rest is sufficient to ensure few symptoms.  However, the fact that three quarters of the subjects reported eyestrain, although mostly mild, suggests that the HMDs have a problem that needs to be addressed by the manufacturers. 

Satisfaction Rating with System.  As part of the debriefing, all sixteen subjects rated their satisfaction with each of the elements of the system on a five point scale.  

The elements that were most satisfactory (i.e., received a rating of 4 or 5) were:

· Binoculars (15 subjects).

· Channel appearance (14 subjects).

· Speech recognition system (13 subjects).

· Course card (12 subjects).

· Charts (11 subjects).

Table 4-7.  Subjects (out of 16) with Symptoms at End of Second Day
Symptom
Slight
Moderate 
Severe

Eyestrain
9
3
0

Headache
5
1
0

Difficulty Focusing
5
0
0

General Discomfort
3
0
0

Fatigue
3
0
0

Drowsiness
2
0
0

Blurred Vision
2
0
0

Nausea
1
0
0

Fullness of Head
1
0
0

Dizzines with Eyes Closed
1
0
0

Vertigo
1
0
0

Aware of Breathing
1
0
0

Stomach Awareness
1
0
0

The elements that were the least satisfactory (i.e., received a rating of 1 or 2) were:

· Compass (5 subjects).  Subjects complained that the compass was difficult to read.  They did not like the fact that there were tick marks and numbers only every thirty degrees and that degrees were limited to two digits (e.g., 12 instead of 120).  These compromises were made to accommodate the limited resolution of the HMD.  One subject suggested a better solution might be to show only the top half of the compass.

· Fit of the helmet (2 subjects).

· Navigator advice (i.e., yards to turn) (3 subjects).  For purposes of the experiment, the navigator was made deliberately inaccurate and incomplete.  The idea was to force subjects to make an independent judgment about when to turn.  The subjects who suggested the navigator be improved may have been thinking in terms of a more realistic training system.

· Land masses (1 subject).  Greater variety, including the presence of people, was suggested.

· Ability of speech recognition system to understand my commands (1 subject).  This subject spoke quite softly and was not well understood by the system.

· Voice button (1 subject).

Evaluation of Cues.  As part of the debriefing, subjects in the Cues Group were asked to rate their satisfaction with the visual enhancements (ghost bow and centerline) on a five-point scale, where 5 was highly satisfactory, 3 was neutral, and 1 was highly unsatisfactory.  Subjects were asked to rate the cues both as a job aid (effectiveness while present) and as a learning aid (effectiveness when removed).

The average ratings are shown in Table 4-8.  As shown in the table, subjects were neutral about the usefulness of the ghost bow, as either a job aid or as a learning aid.  The artificial centerline was rated as slightly more useful, especially as a job aid, but was not heartily endorsed for either function.  These results, together with the lack of group differences in performance, suggest that the No Cue subjects were aware that the cues were not helping them.

Table 4-8.  Evaluation of Cues by Cues Group


As Job Aid

(While Present)
As Learning Aid

(When Removed)

Ghost Bow
3.1
3.4

Artificial Centerline
3.9
3.6
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